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ABSTRACT 

 
The objective of this research project was to assist in the development of a simulation 

framework for assessment of CO2 sequestration in geologic formations. An important part of this 

framework is centered on development of efficient models for phase equilibrium computations 

between CO2 and Brines for a wide range of temperature and pressure. Besides accuracy of the 

models, time efficiency is extremely important from the standpoint of saving computational 

expenses. Therefore, thorough investigations have been carried out to model the phase 

equilibrium of CO2 and Brine system over the temperature range 20 – 300 °C, and pressure range 

1 – 600 bar using vapor state Equation of State (EoS), liquid state EoS, and Statistical 

Associating Fluid Theory (SAFT) in a time efficient manner.  

To ensure that the system is modeled in a time efficient manner, different optimized 

models were used. First, a non-iterative scheme and new EoS for CO2 have been proposed which 

give more than 1000 times speed up after integration with the simulator compared with other 

EoS’s. To ensure that the phase equilibrium for super critical CO2   is modeled in a time efficient 

manner, currently available liquid state models, such as UNIQUAC, LSG, NRTL, and GEM-RS 

were modified and the modified models reproduced literature data to within fair deviation. 

SAFT, which is a theoretically sound model, has also been modified to apply in the simulator. 

Furthermore, a new viscosity model that takes into consideration the effect of CO2 dissolution 

and the geologic environment of interest was developed to model the viscosity of CO2 and Brine. 

Double diffusive natural convection of CO2 in brine saturated porous media was also 

investigated to show how CO2 dissolves over time after injection in the geologic environment. 
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CHAPTER ONE 
 

INTRODUCTION 
 

In recent years we have been experiencing irregularities in weather that have made changes in 

climatic conditions unpredictable. This phenomenon referred to as global warming is one of the 

most challenging environmental problems confronting the world. It is widely agreed to be caused 

by atmospheric greenhouse gases, such as CO2 which is estimated to contribute approximately 

50% of global warming, making the reduction of this greenhouse gas an important goal [1]. The 

global warming causes disruption in the chemical composition and physical dynamics of the 

Earth’s atmosphere, leading to abnormal distribution of heat or energy around the atmosphere 

[2].  

 

One way to protect the environment is to prevent the release of CO2 into the atmosphere or 

decrease the amount of CO2 released into the atmosphere by storing it in geological formations, 

such as depleted oil and gas reservoirs, coal beds, and deep saline aquifers. Low permeability, 

deep aquifers in sedimentary basins have been shown to be technically feasible as geologic sinks 

for sequestration of CO2 and they are considered to be the largest potential for CO2 storage [3].  

Sequestration in geologic media not only does not depend on local climatic conditions, but also 

does not compete with agriculture, fishing, and other industries for land use. The technology of 

deep injection of CO2 into geologic formations is well developed and well-practiced, mainly by 

the energy industry [4].  

 

The engineering design and implementation of CO2 sequestration in geologic formations is a 

complicated process in which many important safety-related decisions must be made before 

realistic tests can be conducted. Therefore, to sequester CO2 into geologic formations, reliable 

numerical modeling is essential so that early design decisions and implementation can be data 

driven and safety countermeasures correctly incorporated. Mathematical models and numerical 

simulators are essential tools for addressing problems and questions that may arise in the context 

of CO2 storage in the deep subsurface. They are important for the clarification of safety, 

feasibility, and economic issues. The objectives of current research are to develop simulation 

framework from the perspective of measuring the phase equilibria between CO2 and Brine in 
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subsurface environment and to investigate how CO2 will stabilize through the natural convection 

process in porous media over the years, as well as to understand the fate of carbon dioxide after 

being sequestered in geologic formations.  

 

The cardinal parts of the simulation framework for CO2 sequestration are centered on physical 

properties (density, viscosity, etc.) and phase equilibrium computations of CO2 and Brine for a 

wide range of temperature and pressure. Besides having accurate models for phase equilibrium 

calculations, the time efficiency of the scheme is extremely important to save computational 

expenses. Therefore, the time efficiency of using vapor state Equation of State (EoS), liquid state 

EoS, and Statistical Associating Fluid Theory (SAFT) to model the phase equilibrium of CO2 

and Brine over the temperature range 20 – 300 °C, and pressure range 1 – 600 bar was 

thoroughly investigated.  

 

To ensure that the system is modeled in a time efficient manner, different optimized models were 

used. First, a non-iterative scheme and a new EoS for CO2 have been proposed which give more 

than 1000 times speed up after integration with the simulator compared with other EoS’s. To 

model the phase equilibrium for super critical CO2, currently available liquid state models, such 

as UNIQUAC, LSG, NRTL, and GEM-RS were modified and these modified models reproduced 

literature data to within fair deviation. Second, SAFT, which is a theoretically sound model, has 

also been modified to apply in the simulator for the said temperature and pressure ranges. Third, 

attempts have been made to develop efficient viscosity models suitable for simulating carbon 

dioxide sequestration in geological formations. The new models are simpler in form than the 

existing equations and are very accurate in reproducing literature data to within <1% deviation. 

Fourth, an extensive study is performed on double diffusion natural convection of CO2 in brine 

saturated porous media to investigate how CO2 will stabilize through the natural convection 

process over time after being sequestered into subsurface formations. The simulation results 

show that only 63% of CO2 dissolved in the aquifer after 500 years have elapsed and changing 

reservoir shapes do not affect the results in any noticeable ways. 

 

The studies conducted are presented in five different chapters. In Chapter One, a fully non-

iterative technique for the phase equilibrium computation of CO2 and brine is presented. In 
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addition, a new empirical equation for measuring CO2 density is proposed. In Chapter Two, we 

demonstrated the application of liquid state models for the phase equilibrium calculations of 

super critical CO2 and H2O at high temperatures and pressures. The application of statistical 

associating fluid theory in simulation of geological sequestration of CO2 is investigated in 

Chapter Three. We present new tools to calculate viscosity of H2O, H2O+NaCl, CO2+H2O, 

CO2+H2O+NaCl, and CO2 + seawater in Chapter Four. The proposed equations are simpler than 

existing models in literature. We also discussed extensively the effects of CO2 dissolution in 

viscosity measurement. Double diffusion natural convection of CO2 in brine saturated porous 

media is investigated in Chapter Five. Additionally, we showed how CO2 fronts spread in brine 

solution over time due to density driven convection for both concentration and temperature 

gradients.  
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CHAPTER TWO 

†A Fully Non-iterative Technique for Phase Equilibrium and Density Calculations of 

CO2+Brine System and an Equation of State for CO2 
Akand W. Islam, Eric S. Carlson 

Department of Chemical and Biological Engineering  
The University of Alabama, Tuscaloosa, AL 35487, USA 

 
 
 

Abstract. Any mutual solubility or phase equilibrium calculations require iterations in order to 

attain desired convergence in fugacity measurements from which equilibrium compositions are 

obtained. In this monograph a fully non-iterative technique is approached for calculating phase 

equilibrium compositions of CO2 in brine water and that of H2O in CO2 rich phase. As an 

essential part of this computation process, an empirical volume explicit Equation of State (EoS) 

for CO2 with having only 8 parameters is presented. The volumetric data and calculated results 

of phase compositions using this EoS are compared with the literature values. They exhibit good 

agreement with less than 2% deviation. A modified scheme of CO2+brine density calculation is 

also shown. More so, the manner in which this EoS can improve computational efficiency 

following the non-iterative technique with respect to other EoS’s used in petroleum reservoir 

simulation is illustrated. This shows that the proposed technique can be even more than 1000 

times faster than conventional phase equilibrium computations after integrating with numerical 

simulation of CO2 flows in reservoir.  

Key words: non-iterative, phase composition of CO2, phase composition of H2O, density, time 

efficient 

 

 

 

 

	
 

†Proceedings of the 37th Stanford Geothermal Workshop, Stanford University, 2012. 
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2.1 Introduction: It is very well known that CO2 is the major contributor to the global warming 

problem. Recent surveys of CO2 in the atmosphere show average levels of 377 ppm, compared to 

280 ppm in the pre-industrial revolution era (late 18th century) [1] The burning of fossil fuels and 

other anthropogenic activities drive a dramatic increase in the concentration of atmospheric CO2. 

Capturing CO2 from major sources (like power industries) and its storage in deep geologic 

formations has been considered as a means to lessen global warming [2,3] Injection into saline 

aquifers, abandoned oil and gas reservoirs, and unmineable coal seams are among possible ways 

for this purpose. Injection into deep saline aquifers provides the highest storage capacity [4]. 

This type of aquifers can provide storage capacity of up to 1113 tons of CO2 which is enough to 

store several hundred years of CO2 emissions [3-5]. CO2 will dissolve over time in the interstitial 

solution of the aquifer and in some formations it would slowly react with minerals to carbonates, 

which would lock up the CO2 permanently. Suitable aquifers would have also a cap rock of low 

permeability to minimize CO2 leakage [6].  

 

Predicting the sequestration potential and long term behavior of man-made geologic reservoirs 

requires computations of pressure, temperature and composition properties of CO2+Brine 

mixtures at depths where temperature is not that high (<100 °C), however, pressure may reach 

several hundred bar [7]. Thermodynamically, in this range, CO2-rich gas or liquid phase and 

H2O-rich liquid phase typically exists. The amount of H2O in the CO2-rich phase is quite small; 

it can fairly be approximated as pure CO2. On the other hand, H2O in the CO2 rich phase displays 

very non-ideal mixing behavior [8-10].  

 

The objective of this study is to develop a fully non-iterative algorithm for phase equilibrium 

calculations of CO2+Brine system for efficient numerical simulations of CO2 flows. Over the 

years several theoretical studies of CO2+Brine system have been published [8-30]. These 

investigations cover elevated temperatures and pressures mostly relevant to the study of 

hydrothermal systems and fluid inclusions. Like any other phase equilibrium calculations, all the 

techniques proposed in these investigations require iterations for some property measurements 

(like vapor/liquid phase volume, fugacity etc.) in order to obtain desired convergence which 

might not be a big issue for phase equilibrium computations itself, is really cumbersome for 

numerical flow simulations, however. Spycher et al., [9] presented an approach to compute 
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mutual solubilities of pure H2O and CO2 in a temperature and pressure most relevant to the 

geologic sequestration of CO2. Later they [31, 32] extended their models for moderately saline 

solutions up to 6M NaCl and for temperature and pressure range 12-300° C, 1-600 bar 

respectively. The techniques cannot be considered fully non-iterative, unless solving cubic EoS 

for obtaining CO2 density (vapor, liquid or supercritical) through built-in function is ignored. In 

addition, computations of activity coefficients of CO2 in mole fraction basis are not straight 

forward. One possible way to avoid solving cubic EoS in non-iterative manner is applying direct 

techniques like, classical Cardano’s method, Nickall’s approach [33], and so forth. However, 

experiences say that in many cases these direct techniques mislead in finding actual roots, 

especially of cubic EoS’s. Moreover, selection of roots as vapor or liquid volume should be 

concerned. Another possible way of getting rid of root finding is to obtain an appropriate explicit 

volumetric correlation or EoS of CO2 as a function of pressure and temperature. We have shown 

such type of EoS as an essential part of the proposed algorithm for phase equilibrium and density 

calculations of CO2+brine system. 

 

2.2 Calculations procedures: The theories and methodologies involved in calculations are 

discussed in order.  

2.2.1 Solubility calculations of CO2 in aqueous phase: From thermodynamics relations 

chemical potential of CO2 in aqueous phase and that in vapor phase can be shown as 

2 2 2

2 2 2

CO CO CO

CO CO CO

(0) ln

        = (0) ln ln

V V

V

RT f

RT y P RT

 

 

 

 
              (1) 

where, fugacity f Py  

2 2 2

2 2 2

CO CO CO

CO CO CO

(0) ln

        = (0) ln m ln

l l

l

RT a

RT RT

 

 

 

 
              (1) 

where, activity m (molal basis)a   

As we know at equilibrium,
2 2CO CO

l V  , from Eqns. (1) and (2) it can be written 

2 2 2

2 2

2

CO CO CO
CO CO

CO

(0) (0)
ln ln ln

m

l Vy P

RT

 
 


                                                                               (2) 
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In Eqn 3, reference number 
2CO (0)V is set to zero. The fugacity coefficient of CO2 in the vapor 

phase of CO2+H2O mixtures changes very negligible from that in pure CO2 [16] and therefore 

2CO  can be calculated from any suitable EoS for pure CO2. Our proposed empirical EoS is of 

the following form 

3

0 0
1

( ) /i rb P
r i r r r

i

V y a e c T T P



                                                                                                   (3) 

Here rV  is the reduced volume related with r
c

V
V

V
 . cV  is not exactly critical volume but defined 

as c
c

c

RT
V

P
 . This EoS has only 8 parameters ( 0y , a1, b1, a2, b2, a3, b3, c) which have to be 

estimated by the regression of volumetric data of CO2 within certain temperature and pressure 

range. For our calculations, parameters that we have predicted are given in Table 2.1. These 

parameters have been predicted by the regression of CO2 volumes within the range 20 – 40 °C 

and 1 – 400 bar extracted from MIT Carbon Capture and Sequestration Technologies (MIT-

CCST) (http://sequestration.mit.edu/tools/index.html). We have used open source SciPy 

optimization package (http://www.scipy.org/doc/api_docs/SciPy.optimize.minpack.html) for 

data regression process.  

Finally 
2COln is computed from the equation given in Ref [16]. 
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Table 2.1: Parameters for Eqn. 1 [P in bar, T in K, V in m3/mol, supercritical volume 94x10-6 

m3/mol].  

2 3 2 3
1 2 3 4 5 6

2

2 3 2 3
7 8 9 10 11 12 13

4 5 3
15

15 15
14 14 2 2

/ / / /
ln 1 ln

2

/ / / /
          

4 5 2

          1 ( 1 ) exp

r r r r

r r

r r r r

r r r

r r

a a T a T a a T a T
Z Z

V V

a a T a T a a T a T a

V V T a

a a
a a

V V

    
    

   
 

  
        

  

                                                    (4) 

Where compressibility factor,  

2 3 2 3
1 2 3 4 5 6

2

2 3 2 3
7 8 9 10 11 12

4 5

13 15 15
143 2 2 2

/ / / /
1

/ / / /
                  +

                  + exp

r r r rr r

r r r

r r r r

r r

r r r r

a a T a T a a T a TPV
Z

T V V

a a T a T a a T a T

V V

a a a
a

T V V V

   
   

   


   
    

   

                                                           (5) 

parameters  subcritical volume  supercritical volume  

 
y0 
 

a1 
 

b1 
 

a2 
 

b2 
 

a3 
 

b3 
 
c 

 
-766.2884 

 
29.3030 

 
21.9128 

 
8.5773 

 
5.3415 

 
767.7692 

 
0.0130 

 

11.7854x10-10 
 

 
0.1272 

 
0.0734 

 
0.5304215 

 
4.3925x10-3 

 
44.8821 

 
5.9221 

 
4.6914 

 
0.7745 
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Parameters of Eqns 5 and 6 are obtained from [17]. For the sake of calculations of solubility of 

CO2 in aqueous phase, mole fraction of CO2 in vapor phase has been approximated as  

2 2
( ) /CO H Oy P P P                                                                                                                        (6) 

Water saturation pressure 
2H OP  is calculated from DIPPR correlations [34].  

5

2 1 2 3 4exp / ln A
H OP A A T A T A T                                                                                            (7) 

This measured 
2COy  will be corrected in later subsection. In order to calculate 

2CO  following 

functional relations have been used 

2 2 2 2
ln 2( )CO CO Na Na CO Cl Cl CO Na Cl Na Clm m m m                                                                          (8) 

Values of interaction parameters ,   are taken from [17]. Substituting Eqn 8 in Eqn 3 reduces 

to  

2 2

2 2 2 2

2

(0)
ln ln 2( m m ) m m

m

l
CO CO

CO CO Na Na CO Cl Cl CO Na Cl Na Cl
CO

y P

RT


                                       (9) 

Here the term 

2 2
1 2 3 4 5 6 7

2
8 9 11

(0)
/ / (630 ) ln

               + / / (630 ) ln

l
CO c c T c T c T c T c P c P T
RT

c P T c P T c T P


       

  

                                               (10) 

The same parametric values for λ’s in Eqn 10 reported in [17] are used for our calculations. Now 

every term in right hand sides of Eqn 9 are known, therefore, solubility of CO2 (
2

mCO ) in molal 

basis can be computed. This molal CO2 is converted to mole/mass fraction basis in following 

manner  

2 2 2
m / (1000 /18.06 m m )CO CO COx                                                                                           (11) 

2 2 2
m 44.01/ (1000 m 58.44+m 44.01)CO CO COX                                                                     (12) 

 

2.2.2 Solubility calculations of H2O in CO2 phase: Pruess [35] developed following equation 

for 
2H Oy  

 

2

(1 )55.508

(1/ )( m 55.508) mH O
NaCl NaCl

B
y

A B B 



  

                                                                           (13) 
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2 2
1CO H Oy y                                                                                                                               (14) 

where 

 

2 2

2

0
0( )

expH O H O

H O

K P P V
A

P RT
 

   
 

                                                                                                    (15) 

and 

2 2

2 2

0

0
( )

( )
exp

55.508
CO CO

CO CO v

P P P V
B

K RT




 
   

 
                                                                               (16) 

 

In Eqn 14, to calculate 
2H O  we have used fugacity expression of H2O in CO2 given by King et 

al., [8] where they applied modified form of Redlich–Kwong EoS [36]. For the mixing rules we 

have assumed 
2H Oy = 0, which is very reasonable as discussed earlier. This nullifies all the 

complexities of the application of cubic or any volume implicit EoS to calculate 
2H O

 
in iterative 

manner. Equilibrium constants,
2

0
H OK ,

2

0
( )CO vK and 

2

0
( )CO lK  are found from the references [9], and 

Spycher and Pruess [32]. It is very necessary to note that, at subcritical temperatures and 

pressures 
2

0
( )CO vK has to be replaced by  

2

0
( )CO lK  if the conditions (1) T<31.2 °C, and (2) 

2COV <94 

cm3/mol are simultaneously met. With necessary input of NaCl molality ( mNaCl ), and from 

previous steps taking 
2CO  and 

2CO , all the terms of right hand side in Eqn (14) are known and 

therefore mole fraction of H2O in CO2 rich phase
2H Oy can be calculated in a straight forward 

way.  

2.2.3 Density calculations:	
 
2.2.3.1 Density of H2O+CO2: Densities of H2O+CO2 (CO2 saturated water density) have been 

measured from very simple correlations developed by Hebach et al. [37]. For above critical 

density of CO2 they have presented  

2 2

2 2
0 1 2 3 4H O CO l l P l T l P l T                                                                                                   (17) 

and for lower than the critical density with respect to the CO2 phase the expression is, 

2 2

2 2 3 2 2
0 1 2 3 4 5 6 7 8H O CO g g P g T g P g T g PT g P g T P g TP                                            (18) 
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2.2.3.2 Density of H2O+NaCl: To determine brine (H2O+NaCl) density the correlation 

published by Anderson et al. [38] has been implemented. Their correlation can be expressed as 

(in terms of molar volume) 

0.325 0.8915 0.825 2 3 4 5
0 1 2 3 4 5 6 7 8ln( )satV V V V V V V V V V                                                   (19) 

here 

1 / ( )cT T b    

0 4.0208 3.30 NaClV x   

1 1.9286V    

2 34.214V    

3 20.1V   

4 15.45 4.7 NaClV x   

5 1.2059V    

6 .63339V   

7 0.0V   

8 .47437V   

 

Finally the volume of compressed fluid is determined by 

 

2
[1 ( ( ))]H O NaCl sat satV V C P P b                                                                                                    (20) 

where 

10

1.25 1.5

1.6534

5.6 0.005NaCl

e
C

x




 
 

 

The unknowns of Eqns 19 and 20 are xNaCl , Tc(b), and Psat(b). These represent mole fraction of 

NaCl, critical temperature, and saturated vapor pressure of brine solution respectively. For any 

molality (m) of NaCl it can be written, 

/ [1000 /18.016 ]NaClx m m                                                                                                       (21) 

and 
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58.448 / [1000 58.448].NaClX m m                                                                                         

(22) 

Battistelli et al. [39] showed a cubic equation of XNaCl in terms of Tc(b) which requires iterations 

in order to obtain correct Tc(b). However experimental data [40-42] show, approximately up to 

995 °K, Tc(b) varies linearly with XNaCl. Therefore we have used our own linear correlation of the 

form 

( ) 975 373.15c NaClT b X                                                                                                            (23) 

Psat(b) remains same as 
2H OP  around up to 405 °K according to the figure (Psat(b)  vs. T) reported 

by  Battistelli et al. [39]. Hence we have used Eqn 8 for Psat(b). 

 

2.3.3. Density of H2O+NaCl+CO2: To predict the density of aqueous phase with dissolved CO2 

following correlation can be used 

2 2

2 2

11 CO CO

aq H O NaCl CO

X X

  


                                                                                                                 (24) 

In this equation all quantities on the right hand side are known from previous calculations, and 

therefore we can easily calculate aq . 

 
2.3 Results: First we will show feasibility tests of our presented EoS (Eqn 4) for CO2. Figures 

2.1 and 2.2 show the comparisons of calculated CO2 volumes with respect to the data obtained 

from MIT-CCST (MIT carbon Capture and Sequestration technology). As seen in Figures 1 and 

2, it is clear that our EoS can calculate CO2 volumes with acceptable accuracy. For any particular 

data point we have observed deviation is less than 2%. This EoS performs more accurately if the 

parameters are estimated from isothermal volumetric data (T = Tr = constant). In this case, the 

number of parameters will be reduced to 7. Comparisons of literature isothermal volumetric data 

and our reproduced values are shown in Appendix A. These results show average absolute error 

0.38% for subcritical region) and 0.0935% for supercritical region. 

 



13 
 

P (bar)

0 10 20 30 40 50 60 70 80

V
 (

m
3 /m

ol
)

0.000

0.001

0.002

0.003

0.004

0.005

T = 293.15 K (MIT-CSST)
T = 303.15 K (MIT-CSST) 
T = 313 K (MIT-CSST)
T = 293.15 (cal)
T = 303.15 K (cal)
T = 313.15 K (cal)

 

Figure 2.1: Comparison of calculated (by new EoS) CO2 volume vs. data extracted from MIT-

CSST   at different temperatures (subcritical condition) 
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Figure 2.2: Comparison of calculated (by new EoS) CO2 volume vs. data extracted from MIT-
CSST at different temperatures (liquid and supercritical condition) 
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Numerous sources of solubility data of CO2 in brine are available. However data at low 

temperatures and high pressures are scant. The data sources are addressed comprehensively in 

several review works and others [9, 17, 31, 32, 43-37]. Measured solubility data following our 

calculations schemes are shown in Figures 2.3 and 2.4 against experimental values. Our 

discussed procedures reproduce experimental data close to or within experimental uncertainty. In 

many cases the experimental data themselves vary among the references at the same temperature 

and pressure (can be seen in figures 1.4 and 1.5). No literature data were found for comparing 

H2O solubility in CO2 rich phase for saline CO2+H2O solutions. Therefore Figures 2.5 and 2.6 

show comparisons between calculated and experimental values (for pure CO2+H2O solutions) 

along with only predicted values at different salinity levels.  
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Figure 2.3: CO2 solubility in brine at different pressures (symbols represent literature data from 
Enick and Klara [18]; lines represent calculated values) 
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Figure 2.4: CO2 solubility in brine at different pressures ((symbols represent literature data from 
Kim [45]; Rumph et al. [26]; Spycher and Pruess [9]), lines represent calculated values)) 
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Figure 2.5: H2O solubility in CO2 rich phase at different pressures (symbols represent literature 
data from Spycher and Pruess [9] for m = 0; lines represent calculated values) 
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Figure 2.6: H2O solubility in CO2 rich phase at different pressures (symbols represent literature 
data from Spycher and Pruess [9] for m = 0; lines represent calculated values) 
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Figure 2.7: Brine densities at different temperatures ((symbols represent literature data from 
Potter and Brown [48]; lines represent calculated values)) 
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Since we have also presented a slightly different approach of computing brine density, 

comparisons of literature (Potter and Brown, 1977) and calculated data are also shown in Figure 

2.7. In this regard overall deviation is less than 1%.  

 

Now we show how our proposed scheme will save huge computational expenses (cost per CPU 

time or memory). First we will show comparisons of computational time of CO2+Brine phase 

equilibrium calculations following the algorithm that we have proposed using our EoS of CO2 

versus others EoS’s which are frequently used. In this vein we have chosen Span and Wagner (S-

P) [49], Duan et al. (D et al.) [16], and Redlich-Kwong (R-K) [36] EoS’s for comparisons. In 

order to provide concrete example of how our scheme will save a significant amount of 

computational costs, we have integrated these phase equilibrium and density calculations with 

the numerical simulation of CO2 flows in geologic reservoir. This simulation shows how CO2 

plume convects down in saline aquifers over the time period. 

 

Table 2.2 shows the comparisons of execution times. Our proposed EoS performs 2.0 to 3.9 

times faster phase equilibrium calculation on a notebook of average configuration (3 GB Ram, 

Dual-core CPU T4500 @ 2.3 GHz). In a fairly high configuration lab machine (11.57 GB Ram 

and i7-920 @ 2.67 GHz processor), this calculation is 1.1 to 3.4 times faster than others.
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Table 2.2: Comparisons of execution time 
 

 
*3 GB Ram, Dual-core CPU T4500 @ 2.3 GHz 
**11.57 GB, i7-920 CPU @ 2.67 GHz 

 
 
 

 

 

 

 
computation time (CPU time in s) 

 
 

calculation of phase equilibrium only  
 

after integrating with Simulator 

 
Notebook* 

 

 
Lab workstation** 

 
 

 
Notebook* 

 

 
Lab workstation** 

 

 
our 
EoS 

 
S-W 

 
D et 
al. 

 
R-K 

 
our 
EoS 

 
S-W 

 
D et 
al. 

 
R-K 

 
Time 
steps 

 
our 
EoS 

 
S-W 

 
D et al. 

 
R-K 

 
our 
EoS 

 
S-W 

 
D et al. 

 
R-K 

 
 

0.015 

 

 
 

0.059 

 
 

0.047 

 
 

0.031 

 
 

0.0099 

 
 

0.034

 
 

0.012

 
 

0.011 

 
1 

 

 
2.1 

 

 
1402.9 

 
94.3 

 

 
9.6 

 
1.1 

 

 
941.9 

 

 
15.5 

 
7.1 

 
120 

 
200.5 

 
162981.1 

 

 
12201.9 

 

 
1317.7 

 

 
102.0 

 
102452.2 

 

 
1844.4 

 
797.3 
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However, the same calculation makes substantial execution time difference after combining with 

a reservoir simulator which may involve millions of cell grid calculations and a number of time 

steps. For a single time step calculation, other volume implicit EoS’s make calculation 4.5 to 

700.0 times slower with respect to our volume explicit EoS in a Notebook, and in lab machine 

these timing differences are 7.0 to 900.0 times. As the time stepping is increased in the simulator, 

these differences become more significant meaning our EoS may perform faster computations by 

1000 times.  

 

2.4 Conclusion: The algorithm mentioned does not involve any iteration or loop in the complete 

calculations process, while at the same time accuracy is not compromised. This will provide very 

helpful tools for designing complex reservoir simulators for which computational timing is 

extremely important. Our proposed volume explicit EoS for CO2 is very simple and is comprised 

of less numbers of parameters compared to others found in literature. Upon estimating 

parameters, this EoS can reproduce CO2 volume for given temperature and pressure within very 

reasonable deviation compared to the datum obtained from other sources. Integrating this scheme 

with numerical simulator of CO2 flows can make calculations more than 1000 times faster and 

therefore will contribute to save huge computations costs.  

 

2.5 Notations: 

l           = liquid phase 

m         =  molality (mole NaCl per 1000 kg H2O) 

P          = pressure (bar) 

P0         = reference pressure (1 bar) 

Pc         = critical pressure (73.88 bar) 

Pr        = reduced pressure (P/Pc) 

R         = universal gas constant (83.14472 bar.cm3/mol/K) 

T          =  temperature (K) 
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Tc        =  critical temperature (304.2 K) 

Tr        = reduced temperature (T/Tc) 

Tr0        = reference reduced temperature  

V        = vapor phase 

V        =  volume (cm3/mol) 

Vc       = critical volume of CO2  

2H OV         = molar volume of liquid H2O (18.1 cm3/mol) 

2COV         =  molar volume of liquid CO2 (32.6 cm3/mol) 

x             = mole fraction in aqueous (H2O rich) phase 

X            = mass fraction in aqueous (H2O rich) phase  

y             = mole fraction in vapor (CO2 rich) phase 

Y            = mass fraction in (CO2 rich) vapor phase 

            =  fugacity coefficient 

2 2H O CO   = CO2 saturated water density (mol/cm3) 

2H O NaCl  = brine density (mol/cm3) 

            = stoichimetric number (2 for NaCl) 

    =  chemical potential 

2CO (0)l  = standard chemical potential of CO2 in liquid phase in ideal solution of unit molality 

2CO (0)V  = standard chemical potential of CO2 in vapor phase in ideal gas when P = 1 bar 

A1, A2, A3, A4, A5  = constants for DIPPR correlation 

l0, l1, l3, l4 = coefficients of the Eqn 17 taken from Hebach et al. (2004) 
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g0, g1, g2, g3, g4, g5, g6, g7, g8 = coefficients of the equation of 18 taken from Hebach et al. 

(2004). 

aq          = aqueous 

Eqn       = Equation 

Subscripts 

sat         = saturated 

exp        = experimental 

cal         = calculated 
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2.7 Appendix: 
Table A1 shows comparative study between literature and calculated CO2 volumes. 
 

Table A1: Comparison of CO2 volumes extracted from MIT-CSST and the data calculated by 
our EoS (T = 30 °C) 
 

P [bar] Vexp (MIT-
CSST) 

[m3/mol] 

Vcal 
[m3/mol] 

average absolute 
error (AAE)  

(%) 
 
 

Parameters of 
Eqn 4 

5.0000 
10.0000 
15.0000 
20.0000 
25.0000 
30.0000 
35.0000 
40.0000 

4.9178e-3 
2.3961e-3 
1.5541e-3 
1.1319e-3 
8.7742e-4 
7.0661e-4 
5.8345e-4 
4.8982e-4 

4.9177e-3 
2.3965e-3 
1.5526e-3 
1.1342e-3 
8.7764e-4 
7.0497e-4 
5.8206e-4 
4.8993e-4 

 
 
 
 
 
 
 

0.385 

 
 
 
 

y0 = -1.2278e+3 
a1 = 3.4274e+1 
b1 = 26.3569 
a2 = 1.0498e+1 
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45.0000 
50.0000 
55.0000 
60.0000 
65.0000 
70.0000 

4.1558e-4 
3.5454e-4 
3.0250e-4 
2.5625e-4 
2.1243e-4 
1.6348e-4 

4.1706e-4 
3.5629e-4 
3.0312e-4 
2.5473e-4 
2.0934e-4 
1.6584e-4 

 

b2 = 6.8620 
a3 = 1.2299e+3 
b3 = 1.4153e-3 
c = 0.0 

80.0000 
90.0000 
100.0000 
110.0000 
120.0000 
130.0000 
140.0000 
150.0000 
160.0000 
170.0000 
180.0000 
190.0000 
200.0000 
210.0000 
220.0000 
230.0000 
240.0000 
250.0000 
260.0000 
270.0000 
280.0000 
290.0000 
300.0000 
310.0000 
320.0000 
330.0000 
340.0000 
350.0000 
360.0000 
370.0000 
380.0000 
390.0000 
400.0000 

6.2664e-5 
5.9069e-5 
5.6983e-5 
5.5500e-5 
5.4346e-5 
5.3402e-5 
5.2601e-5 
5.1907e-5 
5.1293e-5 
5.0744e-5 
5.0246e-5 
4.9791e-5 
4.9373e-5 
4.8985e-5 
4.8624e-5 
4.8286e-5 
4.7969e-5 
4.7669e-5 
4.7386e-5 
4.7117e-5 
4.6862e-5 
4.6618e-5 
4.6385e-5 
4.6162e-5 
4.5949e-5 
4.5744e-5 
4.5546e-5 
4.5356e-5 
4.5172e-5 
4.4995e-5 
4.4824e-5 
4.4658e-5 
4.4498e-5 

6.2585e-5 
5.9230e-5 
5.6990e-5 
5.5415e-5 
5.4244e-5 
5.3323e-5 
5.2560e-5 
5.1903e-5 
5.1320e-5 
5.0790e-5 
5.0302e-5 
4.9848e-5 
4.9424e-5 
4.9026e-5 
4.8652e-5 
4.8299e-5 
4.7967e-5 
4.7653e-5 
4.7356e-5 
4.7077e-5 
4.6812e-5 
4.6563e-5 
4.6327e-5 
4.6105e-5 
4.5895e-5 
4.5696e-5 
4.5509e-5 
4.5332e-5 
4.5165e-5 
4.5007e-5 
4.4858e-5 
4.4717e-5 
4.4584e-5 

 
 
 
 
 
 
 
 
 
 
 

0.0935 
 

 
 
 
 
 
 
 
 
y0 = 0.12354036 
a1 = 4.7964 
b1 = 0.00571466 
a2 = 0.3245 
b2 = 0.6075 
a3 = 1.33485463 
b3 = 3.9744 
c = 0.0 
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CHAPTER THREE 

†Activity Coefficient Models for the Phase Equilibrium Calculations of Supercritical 

CO2 and H2O at High Temperatures and Pressures 
Akand W. Islam, Eric S. Carlson 

Department of Chemical and Biological Engineering, The University of Alabama, 
Tuscaloosa, AL 35487, USA 

 
Abstract: There are numerous models available to compute phase equilibrium compositions of 

supercritical CO2 and H2O at higher temperatures and pressures. All of these models are based 

on equation of state (EoS), developed semi-empirically or fully empirically, perform VLE 

(vapor-liquid equilibrium) type calculations. In this monograph a different approach has been 

shown where liquid state models (LSM) are used following fully LLE (liquid-liquid equilibrium) 

flash type computational methods in order to obtain phase compositions (solubility of CO2 in 

H2O rich phase and that of H2O in CO2 rich phase) over the pressures and temperatures ranges. 

Four LSM (two two-parameter models UNIQUAC and LSG, and two three-parameter models 

NRTL and GEM-RS) are investigated. Since their original forms are not appropriate enough to 

represent the literature values, modifications of binary interaction parameters of these models 

have been carried out introducing both pressure and temperature dependent functions. These 

modified models are able to re-generate the phase compositions values within 2-7% deviations. 

Further investigations show that LLE calculations are more time efficient than VLE 

computations, meaning our approach can save huge computational expenses for the numerical 

simulations of CO2 flows in a reservoir. Comparisons of time efficiency of these modified 

models with respect to other methods like, Redlich-Kwong, Span and Wagner have been shown.  

Key words: Liquid state model, phase composition of CO2, phase composition of H2O, time 

efficient 

 

 

 

 

 
†Geothermal Resources Council Trans., 2012, 36, 855-861, 2012. 
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3.1 Introduction: Carbon dioxide (CO2) is the most important compound currently affecting the 

stability of Earth’s climate [1-4]. Since more than a decade many studies have been conducted to 

review the feasibility of CO2 geologic storage as mitigation measure to control rising CO2 

emissions. Injection of CO2 into geologic media gives rise to interphase mass transfer of both 

CO2 and water (H2O). Geologic media may include saline aquifers, depleted oil/gas reservoirs, 

coal formations and so forth [5,6]. The solubility of supercritical CO2 and H2O in either phase 

has noticeable inference for long-term carbon sequestration. Accurate prediction of their 

solubilities over a wide temperature (T) and pressure (P) range is very important for the analysis 

of fluid inclusion data [7,8], studying carbon cycle [9,10], and so on. Furthermore, the 

knowledge of the phase equilibrium between CO2 and H2O at higher temperatures and pressures 

is required in industrial production, and chemical and environmental engineering applications, 

like, CO2 related enhanced oil and gas recovery, supercritical fluid technology, designing 

separation columns etc [11-16].  

 

Several models have been proposed to calculate phase equilibrium between CO2 and H2O at high 

temperatures and pressures [17-29]. All of these models are either based on EoS developed semi-

empirically, like Peng-Robinson [17], Redlich-Kwong [24], and so on, or developed fully 

empirically, e.g., Span and Wagner [26],  Duan and Sun [20], and so on. No attempts were found 

so far which applied liquid state models [30-32] directly in this maneuver. However, some 

investigations have been observed where liquid state models were used in mixing rules [33-39]. 

These modified mixing rules were based on the ideas by Huron and Vidal [40], and Wong and 

Sandler [41].  

 

Above the critical temperature and pressure, components pose liquid-like densities, therefore 

excess Gibbs energy (Gex) or liquid state models should be applicable to the phase equilibrium 

calculations of such components. Present study is based upon this hypothesis. In this study an 

attempt has been made to perform phase equilibrium computations of CO2 and H2O at high 

temperatures (=>90 °C) and pressures (=>300 bar) using only activity coefficient models and 

applying LLE flash type algorithm. Two two-parameter models (UNIQUAC and LSG) and two 

three-parameter models (NRTL and GEM-RS) have been investigated. Original forms of these 

models are not appropriate enough for phase calculations over a pressure and temperature range 
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since it is assumed that liquid densities are not varied with pressures and with temperatures 

densities change is negligible. This phenomenon is true for pure liquid components. However, at 

higher temperatures and pressures although supercritical CO2 behaves like liquid, there are still 

densities changes with temperatures and pressures which cannot be over looked. Therefore, 

modifications of these models are obvious in order to include pressure and temperature variation 

terms. The objective of this work is to modify the mentioned models in such a way and then 

predict the appropriate parameters to regenerate the literature phase compositions data within fair 

deviation.  

 

3.2 Liquid State Models: For better understanding brief introduction of the original form of the 

said models are discussed below: 

 

3.2.1 UNIQUAC Model 
The UNIQUAC model [30] is derived by phenomenological arguments based on a two-fluid 

theory and it allows local compositions to result from both size and energy differences between 

the molecules in the mixture. The expression for Gex is given by 

 
RT

residualG

RT

ialcombinatorG

RT

G exexex )()(


                                                                    
(1) 

Here R is the universal gas constant. The first term in the above expression accounts for 

molecular size and shape differences and the second term accounts largely for energy 

differences. For m number of components 
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where 

 ri = volume parameter for species i 

 qi = surface area parameter for species i 

            i be  area fraction of species i given by 
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i= 
  
/                                                                                                                      (4)i i j jx q x q

 

            φi be volume fraction of species i given by 

/                                                                                                                (5)i i i j jx r x r  
 

binary interaction parameter,
 

            
 

ln                                                                                                               (6)
ij jj

ij

u u

RT



  

uij being the average interaction energy between i-j and z being the average  coordination 

number, usually taken to be 10. This uij and uji have to be estimated from experimental data 

reductions. Expression of activity coefficient is given by 

ln ( ) ln ln                                                    (7)
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ln ( ) 1 ln                                     
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ln ln ( ) ln ( )i i icombinatorial residual   

 

The UNIQUAC model is essentially a two-parameter model and is of considerable use because 

of its wide applicability to various liquid solutions.  

 

3.2.2 LSG Model  
This model is based on Guggenheim’s quasi-lattice model and Wilson’s local composition 

concept proposed by Vera et al [32]. Like UNIQUAC this has also combinatorial and residual 

parts, although the equation is similar but not identical to UNIQUAC. Final expression of 

activity coefficient is given by 

/
ln 1 ln ln                                                  (9)
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  where 
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            ri = volume parameter for species i 

            qi = surface area parameter for species i 

           i  and  φi are determined from Eqs. 4 and 5  

ln ij
ij

u

RT
   

 Here like UNIQUAC, uij and uji are the binary interaction parameters. 

 

3.2.3 NRTL Model

 

This model was developed by Renon and Prausnitz [31] based on two-liquid theories. This is 

different from the UNIQAC and two-parameter model. This model does not contain 

combinatorial and residual parts separately. For a solution of m components, the NRTL equation 

is, 
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where 

                  ji
ji

u

RT
       

Here uij and uji are the binary interaction parameter between component i and j, and non-

randomness factor is related by,  

     
exp( )ji ji jiG       

where 

                 ji ij   

Finally the activity coefficient for any component i is given by  
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In this expression uij, uji, and αij ( ji ij  ) are predicted from data regression. 
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3.2.4 GEM-RS Model 
This is the same as the LSG model but contains the third interaction parameters like the NRTL 

model. The method of obtaining r and q values is the same for the LSG and GEM-RS model. 

Methods of obtaining these volume and surface parameters are discussed by Vera and his co-

workers [32]. Activity coefficient is given by 

   

/
ln 1 ln ln                                    (12)

2 2
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  where 

              ri = volume parameter for species i 

   qi = surface area parameter for species i 

              i  and  φi are determined from Eqs. 6 and 7 

              
ln ij

ij

u

RT
   

               RT
ij

ij


                                                                                                            

Here uij, uij, and λij (λij= λji) are the predictable interaction parameters. 

 

3.3 Modification of the Models: From previous description it can be clearly seen that original 

form of these models may perform well at isothermal conditions or at best at little temperature 

range, and the activity coefficient does not vary with pressures. Some attempts have been made 

to apply these models over a wide temperature range. Adding temperature dependent terms 

(linear, quadratic, so on) with binary interaction parameters (BIP) make them flexible to 

reproduce the experimental data over the temperature range [42-45]. Islam and Kabadi [46] have 

reviewed these studies. 

 

However, to make the said models suitable for calculations over both the temperature and 

pressure range reduced temperature (Tr) and reduced pressure (Pr) have been proposed to relate 

with the BIP in the following manner 
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              ij ijb c

ij ij ij r ij r ij r ru A B T C P K T P                                                                                 (13) 

Third interaction parameter of NRTL and GEM-RS have also been co-related in the same way,   
  

             or ij ije f

ij ij ij ij r ij r ij r rD E T F P L T P                                                                           (14) 

  
These modified relations for BIP are consistent with parametric nature of the original models 

(i.e., 0,  ,  ii ij ji ij jiu       ) [47]. After this modification, total number of parameters of 

UNIQUAC and LSG are 12, and that of NRTL and GEM-RS are 18. 

 

3.4 Parameters Estimation: Parameters of the Eqs 13 and 14 for all four models have been 

predicted in a heuristic manner through regression of literature data. In each case the objective 

function was set as 

             , ,

,

(exp) (cal)1
(obj)

(exp)

k iN N
i k i k

i
k i i k

F F
F

N F


                                                                            (15) 

where 
             N=NK*Ni                                                                                                                                                                                     (16) 
 

Here N = number of data points, Nk = total number of property, k = 2 [k = 1 indicates solubility 

of CO2 in water, and k = 2  indicates solubility of H2O in CO2] 

 

In this data reduction process, data (solubility of CO2 in H2O and that of H2O in CO2) from 

Spycher and Pruess [27], and Duan and Sun [20] were used as experimental (exp) values and 

calculated (cal) data were generated using LLE (liquid-liquid equilibrium) flash calculation 

shown in Figure 3.1. Open source SciPy optimization package ( 

http://docs.scipy.org/doc/scipy/reference/optimize.htm) was used for regressing the data. For any 

kind of optimization scheme initial guess values of the parameters is extremely important since 

no optimization package will be able to give best fitted parameters for any random initial values. 

Therefore we had to follow a trial and error process in order to get appropriate initial values of 

all parameters. First we regressed two solubility data (at constant T and P) to estimate two 

parameters by giving known parameter values of a known system [48] as the guess values. These 

two predicted values along with another two parameters with some small random values were 



32 
 

used as the next guess values to obtain four parameters for four solubility data (at constant T, 

different P’s). Thereafter these four parameters values were used to get best fitted four 

parameters (at different T’s, different P’s). These best fitted four parameters including  another 

two parameters with small values were used as the initial values to find corrected six parameters 

for six solubility data (at different T’s, different P’s). This process was continued until we 

obtained the best fitted parameters of all mentioned modified models regressing the whole data 

set. 
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Figure 3.1: Flowchart of LLE flash calculation 
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3.5 Results and Discussion: After successful data reduction process, coefficients which give 

optimum results for said models are reported in Table 3.1. Comparisons of calculated results 

with respect to literature data by these best fitted parameters are shown in Table 3.2.  

 

Table 3.1: List of parameters of Eqs 13 and 14 
 
 

     parameters 

 

Two-parameter models 

 

parameters 

 
Three-parameter models 

UNIQUAC LSG NRTL GEM-RS 

A12 

A21 

B12 

B21 

b12 

b21 

C12 

C21 

c12 

c21 

K12 

K21 

 

14.934 

2087.31 

499.71 

-1136.96 

1.11 

1.02 

-19.5 

-0.1003 

0.2534 

1.3098 

-12.843 

4.723 

270.34 

-4.565 

-71.735 

36.49 

3.38 

4.58 

5.504 

-1.1 

1.32 

-5.36 

-3.54 

-7.18 

 

 

 

A12 

A21 

B12 

B21 

b12 

b21 

C12 

C21 

c12 

c21 

K12 

K21 

D12 

E12 

e12 

F12 

f12 

L12 

-651.228 

2993.045 

1627.507 

-1618.917 

1.215 

1.215 

14.870 

-393.524 

0.230 

0.230 

-8.282 

-0.4976 

0.1827 

4.975E-05 

12.024 

-2.343E-03 

0.685 

-6.305E-03 

3.143 

173.29 

-60.16 

164.02 

2.838 

2.838 

176.86 

-50.398 

7.31E-02 

7.31E-02 

0.966 

-5.143 

-18.95 

339.66 

-0.997 

9.243E-02 

6.57E-02 

1.139 
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Table 3.2 Comparisons of results among four models 
 

 Two-parameter models Three-parameter models 

UNIQUAC LSG NRTL GEM-RS 

temperature range (°C) 

pressure range (bar) 

AAE* (%) 

90-250 

300-1000 

6.85 

90-250 

300-1000 

6.98 

90-250 

300-1000 

1.98 

90-250 

300-1000 

5.07 

 

*AAE (average absolute error) = 
,err

k iN N

i k
k i

N


 

where 
                                               N=NK*Ni 
 

From Table 3.2 it can be said that the proposed modified liquid state models can represent the 

data fairly well within the maximum deviation 7%. Among these models NRTL shows best 

results exhibiting overall 1.98% deviation whereas LSG shows least preferable results 

performing 6.98% deviation. It is also observed that three-parameter models (NRTL and GEM-

RS) are superior to two-parameter models (UNIQUAC and LSG). This may be due to the fact 

that the third parameter of NRTL and GEM-RS give them better flexibility to fit the data over 

the two-parameter models, UNIQUAC and LSG. This finding is similar like the study by Islam 

et al., [48] where they applied these four models to a highly non-ideal ternary liquid system 

Hexane-Butanol-Water [49]. This means supercritical CO2+H2O also behaves like a highly non-

ideal liquid-liquid system. 

 
Figures 3.2a-3.2f show comparative results of different isotherms. In these figures xCO2 represent 

solubility of CO2 in H2O and yH2O denotes that of H2O in CO2. Symbols stand for literature data. 

These figures clearly depict, using liquid state models, that it is possible to obtain representative 

phase compositions of CO2 in H2O at higher temperatures and pressures within data uncertainty. 

Moreover, LLE flash computation tool where these models are used is more time efficient than 

VLE (vapor-liquid-equilibrium) calculations. For instance, Table 3.3 shows comparisons of 

computation time of LLE calculations against that of VLE where Redlich-Kwong (R-K), Duan et 
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al., [50] [D et al.], Span and Wagner [26] [S-W], and finally our own recently proposed EoS [51] 

were used. The comparisons that are shown were executed in two types of machine; one is of 

average configuration Notebook (3 GB Ram, Dual-core CPU T4500 @ 2.3 GHz Notebook) and 

another one is of comparatively high-end configuration lab machine (11.57 GB Ram, i7-920 

CPU @ 2.67 GHz Lab workstation). LLE calculations can be 8 to 15 times faster than that of 

VLE in a regular Notebook whereas in a lab machine these differences can be 4 to 12 times 

based upon the EoS type used. Since NRTL shows better representative values than others, this 

LSM was used to produce these comparisons. These little timing differences can make timing 

variations of 1000 times after integrating with numerical simulations of CO2 flows [51]. This 

results in significantly more computational efficiency. 
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Figure 3.2: Comparisons of solubilities calculated by different models 
 
 

Table 3.3: Comparisons of computation time 
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3.6 Concluding Remarks: Liquid state models can be applied to phase equilibrium calculations 

of supercritical CO2 and H2O upon simple modifications. Introducing temperature and pressure 

related terms in these models will give stability to predict the solubility data carrying only LLE 

flash calculations over the large pressure and temperature ranges. On one hand, advantages of 

this tool is: we do not have to be concerned with selecting an EoS for CO2, and H2O; do not need 

mixing rules; do not require suitable expression for fugacity computations and other matters 

relating to VLE calculations. This calculation will be performed faster than that of VLE and will 

save huge computational expenses. On the other hand, the limitation of this scheme is that it is 

applicable only at high temperatures and pressures.  
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CHAPTER FOUR 

†Application of SAFT equation for CO2+H2O phase equilibrium calculations over a wide 

temperature and pressure range 
Akand W. Islam, Eric S. Carlson 

Department of Chemical & Biological Engineering, The University of Alabama, AL-35487, 
USA 

 
Abstract: The statistical associating fluid theory (SAFT) equation of state is employed for the 

correlation and prediction of vapor – liquid equilibrium of CO2+H2O binary system for a wide 

temperature (10 – 300 °C) and pressure (1 – 600 bar) range. To make the equation applicable for 

these temperature and pressure ranges effective number of segments and energy parameter have 

been co-related with reduced temperature and pressure. Simple mixing rules have been applied to 

obtain binary interaction parameter. The results were found to be in satisfactory agreement with 

the literature data except in fully miscible regions. 

Keywords: SAFT, CO2, H2O, phase equilibrium, solubility, wide temperature and pressure 
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4.1 Introduction: Increasing global interest in the geologic sequestration of CO2 has raised 

important questions about its long term fate. For long term carbon sequestration the phase 

equilibrium of CO2 in H2O has clear inference [1-3]. The solubility of H2O into CO2 is also of 

importance because it affects the reactivity of CO2 with surrounding rocks [4, 5]. This also 

determines the capacity of injected CO2 to dry the rock formations adjacent to injection wells [6, 

7]. The partitioning of H2O into CO2 determines the time required for the removal of H2O from 

the enhanced geothermal systems, and the type of chemical interactions that may take place 

between the CO2 plume, reservoir rocks, and engineering systems [8]. Therefore CO2+H2O  

phase equilibrium calculations is an important aspect for the study of CO2 geologic storage.  

 

Equation of state (EOS) [9, 10] differs in their accuracy in modeling systems due to their 

mathematical complexity. Several EOS’s have been proposed to calculate phase equilibrium 

between CO2 and H2O for a wide temperature and pressure range [8, 11-23]. Basically all of 

these models are the modifications of either Van der Waals type EOS, like, Redlich – Kwong 

[24], Peng-Robinson [25], Patel – Teja [26]  and so on, or, the modifications of Virial type EOS, 

like, Bendict et al., [27] Starling – Han [28] and so on. A nice review on EOS’s of CO2 and H2O 

phase equilibrium computations has been carried out by Sun and Dubessy [29]. SAFT is a 

molecular based EOS, is very suitable for modeling water-bearing fluids because hydrozen 

bonding force between water molecules is taken into account. This can work well over a wide 

range of temperatures from subcritical region to supercritical region. More so, only few 

parameters (pure compound and mixture) are needed which can have a theoretical significance 

and facilitates their estimation. There are some investigations [30-39] where CO2+H2O phase 

equilibrium calculations were shown using SAFT equation.  

 

Due to the statistical mechanics basis, SAFT holds great promise as a predictive model in 

general. This is capable of modeling various sized molecules with sites that can associate with 

other sites. This takes into account the possible chain-like shape and size differences in the fluid 

molecules, and the effects of any association between molecules such as hydrogen bonding. It 

also poses statistical fluid theory, with the hard sphere and dispersion terms analogous to the van 

der Waals molecular co-volume and attraction terms, and the chain formation and association 

terms based on Wertheim’ theory [40-44]. In this study we will show usability of SAFT equation 
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for the range of temperature 10-300 °C and that of pressure up to 600 bar using only a single set 

of parameters.  

 

We have considered carbon dioxide as homonuclear chainlike molecules. This is an 

approximation because the actual molecules are heteronuclear. Therefore, a molecule of the polar 

fluid is mentioned to be composed of m hard-spherical segments of diameter  tangentially 

bonded together to form chains. The equation of state is written in terms of the Helmholtz free 

energy for binary mixture of associating chain molecules can be expressed as the sum of hard-

sphere repulsion, hard-chain formation, dispersion, and association terms. Mathematically, 

res hs chain disp assocA A A A A                                                                                                        (1) 

Where hsA is the free energy of hard-sphere fluid; chainA is the free energy associated with the 

formation of chains from hard spheres; dispA and assocA are the contributions to the free energy of 

dispersion and association interactions, respectively. 

 

4.2 Equation of State: Based upon Eq. 1 detailed description of the equations which were 

involved in computation process is elaborated in subsequent subsections. 

4.2.1 Hard-Sphere repulsion term  

Following Boublik-Mansoori-Carnahan-Starling-Leland [45, 46] equation the hard sphere term 

hsA  is expressed as 
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To make Eq. (2) more applicable for wide temperature and pressure range, the effective number 

of segments, mi has been correlated with reduced temperature, Tr (T/Tc), and reduced pressure, Pr 

(P/Pc) following way 

 i i i r i rm A B P C T                                                                                                                         (5) 

di is the hard sphere diameter of segment i. It relates with the soft-sphere diameter, i  based on 

Barker-Henderson perturbation theory and is expressed as [47]  

 
2

1 0.2977 /

1 0.33163 / 0.001047( / )
i i

i i i

d kT

kT kT


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
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                                                                                (6) 

where i is the energy parameter of the L-J (Lennard-Jones) potential. Like Eq. (5) this has also 

been expressed as follows 

 /i i i r i rk D E P FT                                                                                                                      (7) 

4.2.2 Hard-Chain formation term  

chainA  is presented as [48] 
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and for binary mixture 
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4.2.3 Dispersion term  

dispA is computed using the expression by Cotterman et al., [47] based on the L-J potential.  

 1 2
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The cross parameters between segments, ij and ij are calculated from following combining 

rules 

 ( ) / 2ij i j                                                                                                                             (18) 

 (1 )ij ij i jk                                                                                                                            (19) 

ijk is the binary interaction parameter. 

4.2.4 Association term 

The Helmholtz energy due to association is calculated using following expression [49] 
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Here mi is the number of associating sites on molecule i. iAX is the mole fraction of molecules i, 

in mixtures with other components, not bonded at site A and is given by 

 3 ( ) [exp( / ) 1]i j i j i jA B A B A Bseg
ij ij ijd g d kT                                                                                    (21) 

AB is the bonding volume, and /AB k  is the associating energy. For mixture, following 

combining rules have been applied 
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where AB
ijk is the binary associating interaction parameter. Calculations of chemical potentials, 

compressibility factor, and other properties of the components are shown in Appendix.  

 

4.3 Parameter Estimation: Three pure component parameters for non-associating fluid CO2 and 

five parameters for associating fluid H2O have to be estimated. These are L-J potential well 

depth ( / k ), the soft-sphere diameter of the segments ( ), the number of the segments in the 

molecule (m), the bonding volume ( AB ), and the associating energy between sites A and B (

AB ). These are predicted from regressing density [50, 51] and CO2+H2O phase equilibrium data 

[52-75] simultaneously. Van der Waals one fluid mixing rules with the binary interaction 

parameter ijk for the dispersion interactions and the parameter AB
ijk for the associating interactions 

have been applied. ijk is estimated to be 0.98. Since CO2 is non-associating fluid, AB
ijk is set to 

zero. Four-site model [76, 77] is used for the water molecule. The regressed segment parameters 

are shown in Table 4.1. 
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Table 3.1 Segment parameters of pure fluids 
 
 CO2 H2O 

P (bar) 

T  (K) 

m         [Eq. 5] 

                 A 

                 B 

                 C 

 (10-10 m) 

/ k  (k) [Eq. 7] 

                 D 

                 E 

                 F 

/AB k  (K) 

  

10 - 600 

283.15 - 573.15 

 

14.2510376 

0.0579913896 

-3.18338604 

1.35479513 

 

5.82994041 

0.360613659 

18.3594617 

10 - 600 

283.15 - 573.15 

 

0.182045774 

 -.0299311078 

-0.0672066604 

8.07923743 

 

5.22073609 

-1404.66374 

-3.33815292 

1195.20 

0.038 

 

To keep numeric values of m and / k  positive, absolute values are used during regression 

process. In all cases the objective function is set as 

 , ,

,

( ) ( )1
( )

( )

k iN N
i k i k

i
k i i k

F lit F cal
F obj

N F lit


                                                                                          (24) 

where,  
      N=Nk×Ni                                                                                                                     
      Ni=number of data points 
      Nk=total number of property (like k=1 (density), k=2 (phase equilibrium)) 
       
4.4 Results and discussions: Using the mixing rules of Eqs. 16 – 19 and the required parameters 

reported in previous section comparisons between literature and calculated phase equilibrium 

data (solubility of CO2 in H2O and that of H2O in CO2) are shown in Fig 4.1 (a - z). Isotherm 

results are shown at the temperatures 10, 20, 30, 40, 50, 60, 80, 100, 150, 200, 250, 275, and 300 

°C. For cases where data was not obtained at exact temperatures (like, 10, 30, and 150 °C), 
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comparisons are shown with available data at the nearest temperatures. As seen in these figures, 

the calculations are in good agreement with experimental data typically within the range of 

uncertainty. The calculated results tend to follow any of the trends established by cases where 

experimental data differ significantly among the references especially at higher temperatures (T 

> 150 °C) and pressures (P > 500 bar). This is because each data source has its own share of 

assumptions and potential problems. At 300 °C the dew point data of Blencoe et al., [71] are well 

reproduced up to pressures 500 bar, above which our calculations seem to be misleading because 

full miscibility is approached. According to Blencoe et al., [71] the critical line at 300 °C occurs 

at about 567 bar.  Above this condition, the CO2 solubilities reported by them differ noticeably 

from the measurements by Todheide and Frank [67], and Takenouchi and Kennedy [65].  

 

There is a noticeable divergence between the gas phase data reported by Takenouchi and 

Kennedy [65] and Todheide and Frank [67]. The latter are not reproduced well, and the model 

appears in much better agreement with the water solubilities determined by Takenouchi and 

Kennedy [65]. Again at 300 °C, the model appears to somewhat underestimate the amount of 

H2O in CO2, with results still follow a good trend up to 500 bar. Above that the model 

completely deviates from the measured data as fully miscible behavior is approached.  
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Figure 4.1: Comparisons between calculated and literature mutual solubilities of CO2 and H2O. 
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4.5 Conclusions: The SAFT equation of state is employed to compute the phase equilibria for 

CO2 + H2O binary system over the temperature range 10 – 300 °C and the pressure up to 600 bar. 

Pure component and binary interaction parameters estimated from the density and vapor-liquid 

equilibrium data of the constituent binary system is implemented. Except in fully miscible region 

(t = 300 °C, P > 560 bar), a satisfactory agreement between predicted values and experimental 

data is found.  

4.6 Notations: 
A  Helmholtz free energy, J 

d  Hard – sphere diameter, 10-10 m 

g                      radius distribution function 

k  Boltzman constant, JK-1 

M  number of associated sites 

N                     number of molecules 

NAV                  Avogadro’s number, 6.02217x1023 mol-1 

P                      pressure, bar 

Pc                           critical pressure (for CO2 73.83 bar, for H2O 220.55 bar) 

Tc                    critical temperature (for CO2 304.2 °K, for H2O 647.1 °K) 

T                absolute temperature, °K 

t  absolute temperature, °C 

R                 gas constant, JK-1mol-1 

x                      mole fraction in liquid phase 

A
iX   mole fraction of molecule i not bonded at site A   

y       mole fraction in vapor phase  

Z     compressibility factor 

β  =  1/kT 

k


  energy parameter of dispersion, K 

AB

k


  energy parameter of association between sites A and B 

AB   bonding volume 
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AB   association strength between sites A and B 

µ  chemical potential 

               molar density, molm-3 

n                number density, m-3 

A, B, C 
D, E, F            constants 
assoc  association interaction 
chain  hard – sphere chain 
disp  dispersion interaction 
hs  hard sphere 
obj                   objective function 
lit                     literature value 
cal                   calculated value 
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4.8 Appendix: SAFT model is presented in terms of molar residual Helmohltz energy ( resA ) in 

Section 2. This section will provide other properties and functions needed to calculate phase 

equilibria, for instance, chemical potential ( i ), compressibility factor (Z), and fugacity 

coefficient ( i ). However, we will start with the i , which is a derivative of resA with respect to 

the mole number of component i at constant T, volume (V ), and non-i components.  

 

A. Expression for chemical potential: We discuss i  in the order used to present the 

corresponding Helmohltz energy terms, i.e., hard-sphere, chain, dispersion, and association 

terms. The expression is as follows 

 res hs chain disp assoc
i i i i i                                                                                                         (A1) 

The hard-sphere contribution to the chemical potential, hs
i , can be expressed as 
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i , the chain contribution to the chemical potential is expressed as 
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The dispersion contribution to the chemical potential, disp
i is expressed as 
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assoc
i , the association contribution to the chemical potential can be expressed as 
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B. Expression for compressibility factor: Z, the compressibility factor is calculated from the 

Helmholtz free energy, A, through 
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and 
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Here assoc
i and assocA are presented by Eqs. (A9) and (20), respectively. 

C.  Expression for fugacity coefficient: The relation between i (fugacity coefficient) and the 

residual chemical potential of component i is as follows 

 ln ln
res
i

i Z
RT

                                                                                                                          (C1) 

res
i and Z  can be obtained from Eqs (A1) and (B1), respectively. 
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CHAPTER FIVE 

†Viscosity Models and Effects of Dissolved CO2 
Akand W. Islam, Eric S. Carlson 

Department of Chemical and Biological Engineering 
The University of Alabama, Tuscaloosa, AL-35487, USA. 

 
Abstract: A comprehensive study is carried out on the viscosity modeling for the geologic 

sequestration of CO2 in the pressure (P) and temperature (T) range 1-600 bar, 20-105 °C, 

respectively. For the liquid phase we have subsequently presented viscosity models for pure 

water (H2O), brine water (H2O+NaCl), H2O+CO2, H2O+NaCl+CO2, and saline water of having 

typical sea water composition. In each case we attempted to develop very accurate formulations 

but having less number of parameters than existing ones in order for efficient computations. 

Effects of dissolved CO2 are studied very extensively. We have found that deviations can be 2-

8% in liquid phase viscosity calculations due to neglecting CO2 dissolution. In addition, model 

for vapor phase is also suggested.  
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5.1 Introduction: Increasing atmospheric concentrations of greenhouse gases are suspected of 

causing a gradual warming of the Earth’s surface and potentially disastrous changes to global 

climate. Because CO2 is a major greenhouse gas, storing in subsurface formations is being 

explored as a viable option to limit the accumulation of greenhouse gases in the atmosphere. 

Carbon sequestration, sometimes broadly referred as carbon management, is a way to reduce 

greenhouse gas emissions while still enjoying the benefits of fossil fuel use. This is a 

complementary approach to the current CO2 mitigation efforts of improved energy efficiency and 

increased use of non-carbon energy sources. These days much attention is given in the carbon 

management option because it is very compatible with the large energy production and delivery 

infrastructure now in place and because non-fossil energy sources face large barriers, renewables 

are very expensive and nuclear has public acceptance problems. Sequestration covers 

technologies that capture carbon at its source (e.g., power plants, industrial processes) and directs 

it to non-atmospheric sinks (e.g., depleted oil and gas reservoirs, deep saline formations, coal 

seams, hard rock caverns, deep ocean), as well as processes that increase the removal of carbon 

from the atmosphere by natural processes (e.g., forestation [1]). Due to the great potential of 

storage while being wide spread available and having lack of effective uses, the most promising 

places for sequestration are aquifers [2,3] Accurate evaluation of the capacity of a saline aquifer 

for CO2 sequestration and the fate of the injected fluids in sedimentary basins require analysis of 

thermo-physical properties of CO2 and brine. The thermo-physical properties include 

thermodynamic properties, e.g., PVT (pressure-volume-temperature) behaviors; transport 

properties, e.g., viscosities, thermal conductivities, and diffusion coefficients. Our previous 

studies [4-6] contain comprehensive investigations on PVT behaviors. This study focuses on one 

of primary transport properties: viscosity, and presents some simpler and efficient tools to 

compute the viscosity of aqueous and gaseous phases in CO2 sequestration.  

 

For any multiphase flow system viscosity play an important role. Viscosity characterizes the 

fluids’ resistance with respect to deformation under shear stress [7]. The lower a fluid’s 

viscosity, the lower is its resistance to flow and the displacement of one fluid by another. If the 

viscosity of the injected CO2 is higher than the viscosity of the CO2 and brine that is in the 

aquifer, the displacement front is stable. On the other hand if the viscosity of the injected CO2 is 

lower, the displacement front can become unstable. Therefore accurate prediction of viscosity is 
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extremely important. Though not exactly on simulation of CO2 sequestration, the authors [8,9] 

have studied extensively on sensitivity of reservoir simulations to uncertainties in viscosity of 

both liquid and vapor phases.  

 

In general viscosity change of brine with CO2 saturation is neglected in the simulators developed 

so far [10-14]. This is because there is no model available in the literature for the effect of 

dissolved CO2 on water/brine viscosity. However, in reality viscosity is directly related to the 

density and dissolution of CO2 may cause density variations by 2-3% [4, 15]. When injecting 

CO2, the plume has the tendency to flow upward. However, a small amount of CO2 will dissolve 

into the water; under the influence of the small density difference, that water has the tendency to 

flow downward Ref [16, 17] showed viscosity of water varies from 1.0 to 1.3 centipoise for 4% 

(weight) dissolved CO2. Tumasjan et al. [18] showed that the viscosity of water varies from 1.0 

to 1.3 centipoise for 4% (by weight) dissolved CO2. Thus it is important that CO2 dissolution be 

considered while modeling viscosity.  In this paper, we will present some simple empirical 

formulations for computing the viscosity of pure water, brine (H2O+NaCl and H2O+NaCl+CO2), 

and typical seawater (having 3.5% salinity) for the pressure and temperature range of a saline 

aquifer at 1-600 bar, and 20°-105° C, respectively [19]. We will also analyze how viscosity 

varies quantitatively for CO2 dissolution in the aqueous phase. 

 

5.2 Viscosity of pure Water: Very well established formulations for the viscosity of H2O are 

available for wide pressure and temperature ranges [20-26]. The most recent one is IAPWS 

Formulation 2009 [27] which covers temperature and pressure ranges up to 900 °C, and 10000 

bar, respectively. Here more simple correlation with less number of parameters for the viscosity 

calculations applicable for the interested P-T range is proposed. The correlation is given by 

function of P and T, 

 

 
2

3 3

0
1 0

exp( ) ( 293.15)i
H O i i i

i i

a b c T P d T
 

                       (1) 

 

Parameters of Eq. 1 are estimated by regressing generated data from IAPWS Formulation 2009 

(IAPWS09). The coefficients of a, b, c, and d are reported in Table 5.1. In this equation P is in 
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MPa (Mega Pascal). Viscosity data of pure water can be regenerated by Eq. 1 with maximum 

0.05% deviation as compared to IAPWS09. Here deviation means, Deviation = 100
lit cal

lit


 . 

Figure 5.1 show comparisons of data at different isotherms (20, 50, 80, and 100 °C). From this 

figure this is clearly seen that maximum divergence (~0.05%) occurs at 100 °C at low pressure 

(<5 bar). Otherwise divergences lie within 0.04%.  

 

 

Table 5.1: Coefficients of Eq. 1. 
 

i a b c d 

0 

1 

2 

3 

9.03591045e+01  

3.40285740e+04 

8.23556123e+08 

-9.28022905e+08 

 

1.40090092e-02 

4.86126399e-02 

5.26696663e-02 

-1.22757462e-01 

2.15995021e-02 

-3.65253919e-04 

1.97270835e-06 
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Figure 5.1: Deviations between calculated data from IAPWS09 and Eq. 1. 
 
 
5.3 Viscosity of H2O+NaCl: Recently Mao and Duan [15] have done very nice viscosity 

modeling work for brine water (H2O+NaCl). Their model covers P-T range of up to 1000 bar and 

350 °C, and ionic strength up to 6.0 molality. Their formula can reproduce the literature values 

within 1% deviation. However, in their model they have used IAPWS97 for density calculations 

of water. Instead, to reduce the number of parameters for efficient computations of water density 

we recommend following equation, 

                      
2

3 2

0
1 1

10 ic T i
H O i i

i i

a b d P
 

                                                  (2) 

Parameters of Eq. 2 are predicted by regressing generated data from IAPWS97 and with this 

modification in Mao and Duan’s formulation we could reproduce their values with maximum 

0.1% deviation. Here P is in MPa. Table 5.2 shows the parameter’s values. Figure 5.2 show 

these comparisons for two different temperatures 30 and 100 °C for different molalities of NaCl. 

From this figure we can also observe that deviation is increased (~0.1%) at higher temperatures’ 

calculations and there is no relative variation for molality change.  
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Table 5.2: Coefficients of Eq. 2. 
 

i a b c d 

0 

1 

2 

3 

1.34136579e+02  

-4.07743800e+03 

1.63192756e+04 

1.37091355e+03 

 

-5.56126409e-03 

-1.07149234e-02 

-5.46294495e-04 

 

4.45861703e-01 

-4.51029739e-04 
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Figure 5.2: Deviations between calculated data from Mao and Duan [14], and Eq. 2. 
 
 

5.4 Viscosity of H2O+CO2: Kumagai et al. [29] measured the viscosity of water containing up to 

4.8% (wieght) CO2 at pressure range within 400 bar and over the temperature range from 0-50 

°C. They presented their experimental results only in graphical forms and therefore although 

there is uncertainty of picking exact numeric values from graphs, we did for our modeling 

purpose. After analyzing their data we have come up with the equation as follows: 

 
2

2

1
1

0

1

i
i CO

i
r

i
i

i

a x

bT
 



 



                                                            (3) 

where 

 
2 2 2H O CO r H O                                                             (4) 

The parameters are reported in Table 5.3. 
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Table 5.3 Coefficients of Eq. 3. 
 

i a b 

0 

1 

7.632609119e+02 

- 9.46077673946e+03

-1.047187396332e+04 

3.6.8325597e+01 

 

Direct experimental values from [30] were also used for data reduction process. The errors of 

calculated data from this model is shown in Figure 5.3 and the maximum deviation reported is 

0.68% compared to the data from Kumagai et al. (1998). Comparative results of Figure 5.3c 

were produced with respect to the data by Bando et al. (2004). The author’s study clearly reveals 

that for the temperatures greater than 25 °C the effect of pressure on the viscosity of water with 

dissolved CO2 is nil and as the temperature increases (>50 °C) the effect of dissolutions of CO2 

becomes less concerned. 
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Figure 5.3: Deviations between experimental data and calculated results by Eq. 4 
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5.5 Viscosity of H2O+NaCl+CO2: We have found three literatures where effects of CO2 

dissolution on brine viscosity were investigated [30-32]. The study by Kumagai and Yokoyama 

[32] is not our interest because their temperature range (<5 °C) is too low. Bando et al., [30] 

measured the viscosity of brine solutions with dissolved CO2 at T-P ranges, 30-60 °C, 100-200 

bar, respectively,  at a mass fraction of NaCl between 0 to 0.03. Fleury and Deschamps [31] 

studied the effect of dissolved CO2 on the viscosity of three NaCl solutions covering the range of 

salinity usually encountered in potential CO2 storage geological formations. They showed 

experimental data of viscosity variations of brine solutions for CO2 dissolution at 35 °C and 85 

bar, and found viscosity are proportional to the mole fraction of CO2. They made a comparative 

study of the temperature dependence up to 100 °C with and without dissolved CO2 with respect 

to the data of 35 °C they have measured. In modeling part they presented a linear relationship 

with respect to the mole fraction of CO2 and however reported that the deviation of calculated 

results can be even on the order of 10%. Therefore to reduce discrepancies and combining with 

the data by Bando et al., (2004) we attempted to find a new correlation. Our new modified model 

is,  

 

  
2 2 2 2

1.01341 4.65H O NaCl CO H O NaCl COx                                               (5) 

 

2H O NaCl   can be measured from previous discussion at the same temperature and pressure of  

2 2H O NaCl CO   .Comparisons of calculated data from this formulation against the experimental data 

are shown in Figure 5.4 and 5.5 for different temperatures and different molalities. The 

divergences are very scattered, and the error is relatively high (~7%) for some data points. This 

is because calculated data from formulations of Bando et al., [30] and Fleury and Deschamps 

[31] differ by 11% at the same conditions and the uncertainty of their experimental values is 

around 2-3%. Still we can recommend that the Eq. 3 can be used with confidence for the 

mentioned P-T range based upon the authors’ findings that pressure dependence on viscosity of 

brine solutions can be ignored and the effect of dissolved CO2 is not temperature dependent.  



74 
 

xCO2
 (mole fraction)

0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.020

D
e

vi
at

io
n

 (
%

)

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

m = 0.342
m = 1.369
m = 2.738

t = 35 C

 

Figure: 5.4 Deviations between experimental and calculated data from Fleury and Deschamps 
[31], and Eq. 5, respectively. 
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Figure 5.5: Deviations between experimental and calculated data from Bando et al. [30], and Eq. 
5, respectively. 
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5.6 Viscosity of saline (sea) water: In addition to brine water, we also want to propose viscosity 

model for saline water considering typical sea water composition [33]. Practically the salinity (S) 

of sea water is considered to be 35 (35.16504) gkg-1. Brief list of sea water components is shown 

in Table 5.4 adapted from Ref [34]. 

 

Table 5.4: Sea water components (S = 35). 

Salt, i mi, (mol/kg water) 
xi = i

i

m

m
 

NaCl 

Na2SO4 

NaHCO3 

KCl 

KBr 

MgCl2 

CaCl2 

SrCl2 

H3BO3 

0.424310 

0.029245 

0.002418 

0.009412 

0.000854 

0.055211 

0.010707 

0.000093 

0.000436 

0.79644 

0.054895 

0.004539 

0.017666 

0.001602 

0.103630 

0.020098 

0.000173 

0.000139 

 

A comprehensive literature review has been carried out on the viscosity modeling of sea water 

[34-43]. Most of the studies were concentrated on the viscosity measurements at atmospheric 

pressure for different salinity and temperature ranges. Stanley and Batten [41] performed 

measurements of viscosity of 35 salinity IAPO (International Association of Physical 

Oceanography) standard sea water for the pressure range up to 1400 bar and temperatures from 0 

to 30 °C. Kobayashi and Nagashima [38] presented viscosity data of synthetic standard sea water 

for the temperature range 0-100 °C and for pressures up to 400 bar. Their study reveals after 20 

°C, the effect of pressure can be ignored completely. The pressure dependence of the viscosity of 

sea water is similar to that of pure water; temperature dependence is not, however. Based upon 

the measured data and the viscosity values computed from the models proposed in both 

literature, our new formulation is exactly same as Eq. 1, but with different coefficient values. 

The new values are shown in Table 5.5. Errors of computed results by our model are shown in 

Figure 5.6. The results are satisfactory as deviations are within 0.9%.  
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Table 5.5: Coefficients of Eq. 1 for sea water viscosity. 
 

i a b c d 

0 

1 

2 

3 

2.27027348e+01  

1.09512918e+04 

9.59424756e+08 

-8.60130112e+08 

 

9.89379527e-03 

4.38767404e-02 

4.41842469e-02 

-2.08076250e-01 

2.02116962e-02 

-2.80171705e-04 

1.19302430e-06 
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Figure 5.6: Deviations between experimental and calculated data of sea water viscosity. 
 
 

5.7 Effects of dissolved CO2: In this section we will discuss effect of dissolved CO2 on the 

viscosity of aqueous phase based upon the models established. Figure 5.7 show computed 
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viscosity values of H2O (pure water), H2O+NaCl (brine water), H2O+CO2, H2O+NaCl+CO2, and 

sea water with respect to temperatures at three different pressures 50, 200, and 600 bar, at 

molality m = 1, and CO2 mass fraction 
2COx = 0.02. The mass fraction was chosen within the 

solubility range of CO2 in pure water and brine [5, 44]. From these figures it is observed that at 

lower temperature (<40 °C) consequence of CO2 dissolution in pure water’s viscosity is 

relatively high and that tends to diminish as temperature increases. For instance, at t = 20 °C, 

viscosity of water with 2% (weight) dissolved CO2 is around 6% higher than pure water while at 

100 °C, this amount is 0.6%. This finding is consistent with the results by Ref [32]. PVT 

behavior of aqueous solution with dissolved CO2 is also same like this [19].  

 

Neglecting CO2’s presence in brine water will warrant large error because as seen in the figures, 

at any particular temperature and pressure viscosity of brine water of having 1 molal NaCl with 

mentioned amount of CO2 dissolved is more than 8% higher than with no CO2. This percentage 

will increase with the concentration or molality of NaCl. Phase behavior of CO2 in brine is also 

steady with this [44]. Effect of CO2 in sea water is not tangible because no such literature was 

found and therefore, no model could be developed.  

  

 

(a) 
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(b) 

 

 

 

(c) 

Figure 5.7: Viscosity of aqueous solution 
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5.8 Concluding Remarks: We have observed one common feature for the models proposed that 

percentage of deviation remains same at any particular temperature and pressure irrespective of 

NaCl molality or CO2 composition. This will give more confidence in using our simpler 

formulations. Moreover, literature values could be reproduced with less than 1% deviation 

except some cases where high (2-3%) experimental uncertainty was reported and the computed 

values from previous models differed around 10%. All possible combinations of viscosity 

models for the geologic simulation of CO2 are discussed and the effects of dissolved CO2 are 

narrated elaborately. Since the models have less number of parameters will also help increase 

computational efficiency for the simulation of geologic sequestration of CO2. 

5.9 Nomenclatures: 
t Temperature (°C) 
T Temperature (K) 
P Pressure (bar, if not specified) 
µ Dynamic viscosity (micro Pascal.sec) 
  Density (kg/m3) 
lit literature 
cal calculated 
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CHAPTER SIX 

†Numerical experiments of double diffusion natural convection of carbon dioxide in brine 
saturated porous media 
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Abstract: Double diffusive natural convection of carbon dioxide in two-dimensional cavities 

filled with brine saturated porous media is numerically investigated in this study. Vertical 

gradients of carbon dioxide concentration and temperature are imposed across the height of the 

cavity. The objective is to understand the stabilization of carbon dioxide concentration through 

natural convection process over long period of time after sequestration into subsurface porous 

media aquifer. The problem parameters are the solutal Rayleigh number (100   Ras 10000), 

the buoyancy ratio (2   N   100), the equivalent thermal Rayleigh number ( TRa ) based on the 

buoyancy ratio, the cavity aspect ratio (0.5   A 2), and a fixed Lewis number (Le = 301). The 

effects of the governing parameters on the advancement of carbon dioxide fronts from the top 

gas-liquid interface to the bottom of the aquifer are analyzed. Required inputs for the simulations 

are chosen carefully through extensive literature search. The governing equations consist of 

conservation of mass, momentum (Darcy’s law of flow through porous media), species (carbon 

dioxide), and energy (temperature). A set of elliptic parabolic equations in non-dimensional form 

are obtained which are solved numerically using the point Gauss-Siedel (PGS) and alternating 

direction implicit (ADI) methods. Because numerical computations do not exhibit onset of 

natural convection for homogeneous initial conditions, a sinusoidal small perturbation of the CO2 

concentration is therefore induced at the top face of the domain. It is found that the CO2 plumes 

move faster when Ras is increased, however slow down with decreasing N. For every simulation 

run, the average CO2 dissolution (
,

ji
nn

i j
i j

i j

c

S
n n





) in the reservoir is computed. At early stage (

10 years) of the convection process, the CO2 dissolutions are same for all cases studied. After 

500 years the dissolution is found to be around 0.63 for N = 100, and around 0.47 for N = 2, 

respectively. After 2000 years the dissolution rate is extremely slow. When the reservoir aspect 
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ratio (A) is changed, the dissolution rate changes slightly. The rate is slightly higher in laterally 

wide reservoir, which makes it better candidate than the deeper aquifer from the context of CO2 

sequestration. 

Key Words: double diffusion, natural convection, carbon dioxide, brine, porous media 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
† Geothermics (in review) 
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6.1 Introduction: In order to curb carbon emissions, the use of technologies to capture and store 

CO2 has rapidly emerged as an important physically and economically viable method these days. 

Geological storage involves injecting CO2 into a saline aquifer. It promises to reduce the cost of 

achieving deep reductions in CO2 emissions over the next few decades [1]. When CO2 is injected 

into an aquifer, the competition between viscous, capillary, and buoyancy forces determines the 

flow pattern. Eventually CO2 will migrate upward due to buoyancy forces and be trapped under 

the cap rock and over the aquifer top surface. Hence an interface between a CO2-rich phase and 

brine exists, [2] and dissolution of CO2 into brine starts by molecular diffusion increasing the 

brine density [3] on the aquifer top surface. This density increase together with the naturally 

occurring temperature gradient (typically ~3 °C/100 meter) results in destabilizing the CO2-brine 

interface and accelerate the transport rate of CO2 into the aquifer by natural convection. The 

geothermal gradient is compensated partially by the geopressure gradient [4] (normally ~10 

bar/100 meter). The convective mixing enhances dissolution of CO2 through continuously 

removing CO2-saturated brine from the region adjacent to the CO2 on top and brings under-

saturated brine into contact with the downward advancing CO2 plume. Thus, it is very important 

to quantify the rate of dissolution and understand the transport mechanism correctly because the 

timescale (hundreds to thousands of years) for dissolution corresponds to the timescale over 

which free phase CO2 may warrant leaking out [5]. This chance of leaking reduces when a 

significant amount of CO2 dissolves into the brine. 

 

Comprehensive investigations have been carried out on double-diffusive convection where heat 

and solute being the diffusive components [6, 7]. An extensive work has been done in the context 

of porous media, especially related to the environmental problems and the transport of 

contaminants [8-12]. Studies have also been found investigating stability analysis for the onset 

time for convection, the preferred wavelength for the growth of convective fingers, growth rates, 

and solutal and thermal effects [11, 13-15] The use of modeling and simulation to make 

predictions on the timescale is obviously impossible to validate, since even in a field operation 

one cannot history match more than a small amount of the relevant time period [16]. 

 

In this paper the double-diffusive convection of CO2 in brine under vertical thermal and solutal 

gradients is numerically studied considering reservoir conditions suitable to geologic 
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sequestration. Realistic simulation inputs, obtained through extensive literature review, are 

provided for the computations. Results are presented graphically in terms of the propagation of 

the CO2 front through the aquifer with time for various cavity configurations (0.5   A 2) and 

for a range of the solutal Rayleigh number (100   Ras 10000) and buoyancy ratio (2   N.  

100). The effects of variation of these geometric and hydrodynamic parameters on the CO2 front 

propagation are analyzed and evaluated. 

 
6.2 Description of the problem and the governing equations: The geometry under 

consideration is a two-dimensional rectangular cavity reservoir, sketched in Figure 6.1, filled 

with porous medium saturated with brine (H2O+NaCl), with a height H and length L. The 

permeability of the porous medium is φ. Initially the fluid is at rest and there is no CO2 

dissolved. Boundary conditions are no fluid flow across all boundaries and no solute fluxes 

across lateral and bottom boundaries at all time. Also there is no heat flux across the lateral 

boundaries while the top and bottom boundaries are maintained at isothermal cold and hot 

temperatures, respectively. We assume that CO2-liquid interface is relatively sharp and fixed at 

the top boundary; meaning pressure change due to dissolution is negligible. This approximation 

is reasonable below a depth of 1000 m which is the usual case of geologic sequestration [17]. 

The brine is initially quiescent and the medium is homogeneous in terms of porosity and 

permeability. The presence of a capillary transition zone between the gas and the brine phase is 

disregarded. Therefore only the liquid phase is modeled and the presence of the gas phase at the 

top is represented by a boundary condition for the liquid phase. The Boussinesq approximation 

and Darcy flow model are assumed valid. Moreover, we assume that velocity-based dispersion 

and capillary effects are negligible and that geochemical reactions are not occurred. We only 

expect a laminar flow regime since Rayleigh number is low. Boundary conditions for the 

temperature are opposite to concentration. Because the geo-temperature at the bottom of the 

reservoir is higher than that at the top, the actual temperature difference varies from place to 

place. The density gradient owing to concentration and temperature variations are the source of 

natural convection here. For such a system, the governing equations of flow and concentration 

field are: 
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(a) Continuity equation 
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(c) Concentration transport equation 
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For small density variations due to temperature and concentration changes at constant pressure, 

the brine density is a linear function of temperature and concentration of solute as given by  

    0 0 01 c Tc c T T           (5) 
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After eliminating the pressure by cross-differentiation of equations (2) and (3) we get 
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(d) Energy equation:  
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The equations to be solved are Eqs. (1), (4), (8), and (9) to obtain , ,  and .x zu u c T  

 

6.2.1 Dimensionless form of the equations 
Considering the cavity height, H, as the characteristic length and ߮ܪ/ܦ as the characteristic 

velocity following dimensionless variables are defined, 
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After applying the Boussinesq approximation the final forms of dimensionless equations are 
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where the buoyancy ratio N is defined as N = c
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Energy equation 
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6.2.2 Boundary and initial conditions 
The initial condition is, 

 * * * *at 0 =0, 0, 0.t c T    (14) 
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The boundary conditions are shown in Figure 6.1, 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 6.1: Schematic diagram of our hypothetical reservoir model 
 
 

6.3 Numerical Method: Numerical simulation of density-driven transport problem Equations 

(12) and (13) is very sensitive to discretization errors. The following criteria must be fulfilled for 

the stability of  the transport equations given by [18]   
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 . The simulation was performed with 81 81  uniform rectangular grid cells for 

the cavity with aspect ratio of unity, and time step ( *t ) was taken as 10-6 (equivalent to ~29 

days based on H = 100 m) to meet above conditions. A sequential solution procedure was used to 

solve the elliptic Poisson equation (11) and the concentration and temperature transport 

equations (12) and (13). Equation (11) is solved by Point Gauss-Sidel iterative method with 

convergence criteria of ∑ܾܽݏ	൬ഗ
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൰ ൏ 10ି଺ where the superscript i denotes iteration step 

number. Equations (12) and (13) are solved using the Alternating Direction Implicit (ADI) 

method where the convection terms are discretized using the upwind differencing and the 
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diffusion terms are discretized using the central differencing. The developed code was checked 

with the literature benchmark solutions [1, 19] and the results are in satisfactory agreement with 

the published simulations independent of the number of grid cells. It is required that the interface 

be perturbation in order to observe the downward propagation of the finger like concentration 

fronts. Therefore a sinusoidal perturbation is used on the top interface in the form 

 

* * * * *( , 1, 0) 1 0.01 sin(2 n )c x z t x                                                                                       (16) 

 

where the wave number (n) of 24 is used. 

Basically the long term behavior is not dependent on the initial perturbation [20]. Moreover, the 

growth of the perturbations is a weak function of the wavelength. Pore-level perturbations and 

thermo-mechanical fluctuations cause the perturbation to start the finger like plumes in reality 

[21, 22] Pore-level instabilities [23] is ignored here, however. 

 

The important assumptions in this study are the homogeneity and isotropy of the porous medium. 

The effect of velocity-induced dispersion is ignored and the flow field as single-phase is 

considered. Additionally other mechanisms like, precipitation and geochemical reactions are not 

accounted for simplicity. 

 

6.4 Results and discussion: The double diffusion is imposed here through the buoyancy ratio 

(N) which was varied between 2 and 100. This represents vast differences of geothermal 

gradients. The geothermal gradient is not same everywhere; for instance, very high gradient can 

be observed as 20 °C/100 m at the Mid-Atlantic Rift, whereas in Iceland there is almost no 

gradient (~ 0 °C/100 m) [24]. The direction of the flow due to thermal buoyancy forces is 

anticlockwise because temperature at the bottom of the reservoir is always higher than at the top. 

On the other hand, the flow owing to concentration gradient is clockwise, opposing the thermal 

flow. The solutal Rayleigh number, Ras, is varied between 100 - 10000. The porosity ( ) of a 

typical reservoir,7 of 0.30, and recently reported [25] diffusion coefficient (D) of brine filled 

porous media, of 410-9 m2/s, respectively, are taken for calculations. In order to calculate the 

Prandtl number, Pr,  in the energy equation, the required inputs are collected from Sharqawy et al 

[26]. Pr is calculated to be as 0.0062. To understand the natural convection of different reservoir 
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shapes, the aspect ratio (A) is changed from 0.5 to 2. The thermal diffusivity ( ) is considered 

constant assigning the value 3.710-7 m2/s.13 Hence, the Lewis number, Le, is fixed at 310. To 

discuss the results in terms of a combination of the solutal Rayleigh number, Ras, and the 

buoyancy ratio, N, the equivalent Rayleigh number, ,eRa  expressed as 

ܴܽ௘ ൌ ܴܽ௦ ቀ1 ൅
ଵ

ே
ቁ     (17) 

is introduced. 

6.4. 1. Effects of Ras and N 
First, various scenarios of varying Ras from low (100) to relatively high (10000) and N from 2 to 

100 for the case of A = 1 (square shape) are discussed. Figure 6.2 shows the concentration 

distribution for Ras = 100 and N = 100 where only the top 20% of the vertical domain is 

included. The corresponding eRa for this case is 99. By definition [Equation (17)] Rae does not 

change significantly unless N is low and close to 1. Equation (17) also implies that when the 

buoyancy ratio is higher, the thermal effect on CO2 dissolution is relatively minor. When Rae is 

low (such as 99), even though the induced perturbations at the top interface initiate very tiny 

convection cells, they cannot survive as the time marches. For low Rae the dissolution is 

completely diffusion dominated and therefore propagation of CO2 concentration front into brine 

is extremely slow. This is unfavorable because in such case CO2 will have to be trapped over the 

aquifer for a very long time (thousands of years) and may caveat leakage through the permeable 

zone. Average dissolution (or concentration) of CO2 in the model reservoir is defined as  

(
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). After about 4 years the average dissolution is 0.016 while after 100 years the 

average dissolution is 0.046. After 500 years the aquifer will be only 0.094 CO2 concentrated. 

During early periods, CO2 dissolves in the brine slowly and as time passes the diffusion 

dominated dissolution rate is slightly enhanced.  
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(a)  

(b)  

(c)  

Figure 6.2: Concentration profiles for Ras = 100, N = 100, at (a) t = 4, (b) t = 100, and (c) t = 
500 years. 
 

When N is decreased to 50, the eRa becomes 98 and correspondingly produces almost the same 

concentration distribution for Rae = 99 as shown in Figure 6.2. When the thermal buoyancy 

effect is increased by substantially decreasing N (= 2), the eRa decreases to 50. At this very low 

equivalent Rayleigh number, CO2 dissolution is extremely slow.  
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The CO2 propagation over the time is shown in Figure 6.3 when Ras is increased to 1000 with N 

= 100 producing eRa of 990. In this case we see that, even up to 100 years the concentration front 

propagation is primarily diffusive and therefore the average dissolution reaches to only 0.05. 

However, after long time, the convective mixing becomes traceable. Figure 6.3c shows CO2 

concentration fingers after 500 years and some of them reach around half of height of the 

reservoir producing average dissolution of 0.15. Since we introduced initial perturbations of the 

wavelength of 24, convection cells start to evolve in 23 segments and they merge together as the 

movement of fluids becomes stronger. Nevertheless, some fingers grow faster than the others 

and the finger wavelength increases due to random but stronger nonlinear interactions. It is also 

observed that the CO2 front movement is relatively faster close to the sidewalls than the central 

region. Decreasing the value of N to 50 exhibits marginal difference ( eRa = 980), and is not 

shown separately. Further decrease of N to 2 decreases the overall Rayleigh number to 500 

which basically shows only diffusion even after 500 years (not shown here). Although the 

interface is perturbed, the imposed initial disturbances are damped and the CO2 front advance as 

diffusion like manner. 

 

(a)  
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(b)  

(c)  

Figure 6.3: Concentration profiles for Ras = 1000, N = 100, at (a) t = 20, (b) t = 100, and (c) t = 

500 years. 

 

Now the case for Ras = 10,000 and N = 100 (Rae = 9,900) Figure 6.4 shows the CO2 

concentration distribution at several time levels. Here the Rayleigh number is high enough to 

instigate natural convection even at early periods. Small convection cells are clearly seen in 

Figure 4a after the simulation is run up to 4 years. At this time, the average concentration is 0.02. 

The CO2 concentration is distributed more evenly as time elapses. From 23 fingers generated 

initially reduce to 8 after 10 years with a corresponding dissolution of 0.03 as is seen in the 
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figure. The fingers keep moving downward dissolving more CO2 (0.07 after 20 years) in brine. 

Many of the fingers are observed to undergo strong interactions while others are in the process of 

being faded. When the CO2 front first reaches to the bottom of the reservoir (after 68 years) only 

one isolated big central plume survives, while two other fingers on both sides of the central 

plume, originating from single feeding site on top, are still in competition. Dynamics of the fluid 

movements becomes irregular. As the time passes new feeding sites appear as the older ones are 

banished. In other regions, multiple fingers can attach to a single feeding site, a process which is 

governed by the diffusion; the non-linear dynamics then selects one over the others as the 

favorable flow path27. This is noteworthy that the merging process starts at the stem sides rather 

than at the tip of the fingers and from there they spread to the rest of the system.  

 

(a)  

(b)  

(c)  
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(d)  

(e)  
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(f)  

 

Figure 6.4: Concentration profiles for Ras = 10000, N = 100, at (a) t = 4, (b) t = 10, (c) t = 20, (d) 

t = 68, (e) t = 100, and (f) t = 500 years. 

 

The larger fingers travel with less interactions with the neighboring fingers. Moreover, large 

fingers are connected to the thin diffusive shear layer at discrete locations serving as the feeding 

sites of high-density fluid for the fingers. The animation of the transient advancement of the 

plumes (Rae = 9,900) may be watched in the YouTube site 

(http://www.youtube.com/watch?v=mEMrxHo_Z7s). Though CO2 reaches at the bottom 

relatively early, the saturation is below 0.20. Figure 6.4f shows simulation results for 500 years. 

The late stage behavior of the convection process cannot be ascertained from the results of early 

stage and the rate of dissolution is unpredictable. Porosity, permeability, density difference, 

temperature difference, etc. are the factors which all are retained in the Rayleigh number and 

therefore the complexity in the flow behavior is strongly dependent on this Rayleigh number 

(both solutal and thermal). It is already apprehended that the concentration front spreads faster 

for larger equivalent Rayleigh number. Average dissolution of CO2 in the reservoir after 100 and 

500 years is 0.21 and 0.62, respectively for N = 100. When N is reduced to 2, these 

corresponding dissolutions are 0.16 and 0.47, respectively. The concentration contours of this 
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case are shown in Figure 6.5. At early stages CO2 dissolutions are same (0.02) for both N = 100 

and 2. This is because at the early stages the transport process is completely diffusion dominated. 

As mentioned earlier, the CO2 front reaches the bottom of the aquifer after 68 years when N = 

100 while the front advances little more than half of the reservoir depth for N = 2 even after 100 

years. 

 

(a)  

(b)  

(c)  
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(d)  

Figure 6.5: Concentration profiles for Ras = 10,000, N = 2, at (a) t = 4, (b) t = 20, (c) t = 100, 
(d) t = 500 years. 

6.4.2 Effects of A 
In order to understand the effects of reservoir aspect ratio on the transport process additional 

computations are performed for A = 0.5 (laterally wide) and A = 2 (deep well). At early stages (< 

20 years), the diffusion dominated average dissolution of CO2 are almost same (ܵ̅ ~ 0.02 after 4 

years and 0.07 after 20 years) for any aspect ratio while at later stages (> 100 years) the average 

dissolution varies slightly with aspect ratio. Figure 6.6 shows the evolution of the CO2 

concentration front with time for Ras = 10,000, N = 100, and A = 0.5. The CO2 distribution after 

100 years is very uneven.  
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(a)  

(b)  

(c)  
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(d)  

Figure 6.6: Concentration profiles for Ras = 10,000, N = 100, A = 0.5, at (a) t = 4, (b) t = 20, 
(c) t = 100, (d) t = 500 years. 
 

Interestingly, the mixing is very slow near the side walls. It is also noted that the reservoir aspect 

ratio has little effect on the CO2 dissolution. Making the thermal effect significant by decreasing 

N to 2, the concentration distribution obtained at 100 and 500 years are shown in Figure 6.7. 

Unlike for N = 100, at 100 years the mixing seems even and almost symmetrical about the 

vertical midline. In this case, the increased thermal effect counteracts with the solutal buoyancy 

effects making the dissolution process slower. Therefore the average dissolution is low (0.17). 

Over time the front propagation little more accelerates resulting in average dissolution 0.48 after 

500 years.  
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(a)  

(b)  

Figure 6.7: Concentration profiles for Ras = 10000, N = 2, A = 0.5, at (a) t = 100, (b) t = 500 
years. 
 

For a deeper reservoir (A = 2) Figure 6.8 shows the results for the case Ras = 10000, N = 100. In 

this case also, the early stage behavior is same. The 23 cells merge to form only 4 plumes after 

20 years where concentrations at left walls are invariant and one front advances along the edge of 

the right wall. The middle three CO2 fronts merge to only a long one as time marches. However, 

the plume at the right edge becomes bigger pushing others to left. Thus the dissolution 
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accelerates reaching 0.60 after 500 years. When the temperature effect is increased (N = 2) the 

long term dissolution process changes. After 100 years of simulation plumes of various random 

sizes and shapes are traced. During the 500 year period only one big CO2 front is survived, 

which is yet to reach the bottom. Average concentration of the aquifer at this time is 0.46. These 

are shown in Figure 6.9. Actually internal interactions among the fingers decrease, and the time 

required for CO2 front to touch the bottom of the reservoir increases with increasing aspect ratio. 

These are consistent with the findings by Farajzadeh et al [20].  

 

 (a)  

 

(b)  
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 (c)  

(d)  

Figure 6.8: Concentration profiles for Ras = 10000, N = 100, A = 2.0, at (a) t = 4, (b) t = 20, (c) t 

= 100, (d) t = 500 years. 
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(a)  

(b)  

Figure 6.9: Concentration profiles for Ras = 10000, N = 2, A = 2.0, at (a) t = 100, (b) t = 500 
years. 

Figure 6.10 shows the average dissolution of CO2 over time up to 500 years in a square reservoir 

(A = 1) for various equivalent Rayleigh number, Rae. In early years (< 80) the average 
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dissolution rate is faster than that at later times while the dissolution rate increases with 

increasing Rae.  For lower values of Rae the CO2 dissolution rate is slower because convective 

flow is weak and diffusion tends to dominate. To understand the behavior of the dissolution rate 

over a very long period, simulations were run up to 6,000 years at a fixed Rae of 9,900 for a 

square reservoir and the dissolution rate is presented in Figure 6.11. It is noted that up to about 

450 years the slope is very steep. After that the rate becomes slower and after 2,000 years, the 

rate of dissolution becomes asymptotic. Primarily every concentration finger is surrounded by 

thin shear layer, as they mix together over the time the layer becomes thicker and after long time 

the propagation again is diffusion dominated. To reach complete equilibrium stage when CO2 

concentration in the aquifer is uniform everywhere, may require thousands of years. Figure 6.12 

shows the effects of aspect ratios on CO2 dissolution rate. It is observed that CO2 dissolution rate 

increases slightly as the reservoir becomes laterally wide with increasing aspect ratio. Because 

fluid gets more free space to move in laterally wide reservoir enhances the convection. Therefore 

from practical point of view laterally wide reservoir is better candidate than the deep aquifer for 

sequestration of CO2. 

 

 

Figure 6.10: average dissolution over the time for different Rae’s (A = 1). 
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Figure 6.11: average dissolution over the time for different Rae = 9900 (A = 1). 
 

 

Figure 6.12: average dissolution over the time for different aspect ratios. 
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6.5 Concluding remarks: Double diffusive natural convection in a two dimensional brine 

saturated porous media, subjected to vertical concentration and temperature gradients, is 

investigated numerically. The study is focused on the influence of the solutal and thermal 

buoyancy forces on the propagation of the concentration front and its resulting dissolution into 

the brine in the context of CO2 sequestration in underground reservoirs. It is found that the 

thermal effect does not interfere the natural convection process significantly unless the buoyancy 

ratio, N, is low and close to one. For higher values of N (>50), the equivalent Rayleigh number, 

Rae, does not change much and the double diffusion is basically like density-driven mass transfer 

due to concentration variation. The convection process enhances with increasing Rae which 

depends on reservoir characteristics and physical properties of the brine, viz., porosity, 

permeability, diffusivity, concentration gradient, thermal gradient, etc.  

 

As the time passes the number of CO2 fronts decrease due to decreasing convection process. At 

very initial stage (<10 years) the average CO2 dissolution is same for all cases studied because of 

diffusion domination propagation. After 500 years of simulation CO2 dissolution is over 0.60 for 

N = 100, and over 0.40 for N = 2. After 2000 years the dissolution process again becomes very 

slow. The reservoir may be completely CO2 saturated after thousands of years. Changing 

reservoir aspect ratio does not affect the average dissolution rate much, however the laterally 

wide reservoir is favorable than the deeper one. 

6.6 Notations: 
 
A aspect ratio, H/L [-] 
c concentration [mol/m3] 
Cp heat capacity at constant pressure [Jkg-1K-1] 
D Diffusion coefficient [m2/s] 
g acceleration due to gravity [m/s2] 
H porous medium height [m] 
k permeability [m-2] 
L porous medium length [m] 
n number of nodes  
p pressure [Pa] 
Le Lewis number [-] 
Pe Peclet number [-] 
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Pr Prandtl number [-] 
Ra Rayleigh number [-] 

S  average saturation 
t time [s] 
u velocity [m/s] 
x distance along x-axis 
z distance along z-axis 
 
Greek letters 
  thermal diffusivity 

c  coefficient of density increase by concentration [m3/mol] 

T  coefficient of thermal expansion [K-1] 

  porosity [-] 

  viscosity [kgm-1s-1] 

  thermal conductivity [] 
  density [kg/m3] 

  stream function [m3/m-1s-1 ] 

 
Superscript 
*          Dimensionless quantity                                       
 
 
Subscripts 
0 initial value 
c concentration 
i node in x – direction 
j node in z – direction  
r reference value 
s solutal 
T Temperature 
x x-coordinate 
z z-coordinate 
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CHAPTER SEVEN 

 

CONCLUSION AND RECOMMENDATIONS 

 

The sequestration of anthropogenic CO2 into geological formations is considered as a potential 

method to alleviate climate change. Predicting the sequestration storage potential and long term 

behavior of carbon dioxide in geologic reservoirs require computations of physical properties 

(density, viscosity, etc.) and phase equilibrium of CO2 and Brine mixtures at depths where 

temperature is within 100 °C and pressure may reach several hundred bar. Therefore, 

comprehensive investigations were carried out on physical property modeling of CO2 and Brine 

system at these temperatures and pressures ranges.  

 

During the development of the schemes, not only was the accuracy of the computations 

considered, but also the efficiency of the scheme to ensure reduction in computational expenses. 

This is because simulation of large-scale, long term geological storage of CO2 is computationally 

intensive. The developed models for calculating density of subcritical, liquid, and supercritical 

CO2, as well as phase equilibrium, and viscosity were illustrated in the first four chapters. We 

have shown that in using these new techniques, we could get more than 1,000 times speed-up 

saving in computational time.  

 

From engineering standpoint, it is very important to ask questions regarding how CO2 will 

stabilize in subsurface porous media over time after injection, what type of reservoirs are better 

candidates for sequestration, and how long will it take CO2 to dissolve completely. To provide 

answers to these questions a thorough numerical experimentation was conducted as described in 

Chapter Six. From this experiment, it is concluded that at early stage (<10 years) the average 

CO2 dissolution is the same for all cases considered. This is because initially the convection 

process is diffusion dominated. After 500 years the CO2 dissolution is over 0.60 for N = 100, and 

over 0.40 for N = 2. After 2,000 years the dissolution process again becomes very slow 

indicating that the reservoir will be completely CO2 saturated after very long time (thousands of 

years). Changing reservoir aspect ratio does not affect the average dissolution rate much; 

however, laterally wide reservoir is preferable to deeper aquifer.  
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A comprehensive overview of the simulator, “nSpyres” that is being developed by our group at 

the University of Alabama and the computational performance have been discussed in (Carlson 

et al [5]). The simulator performance was tested by solving benchmark SPE-10, Problem 2.  

Also, a presentation on “nSpyres” was made at Interpore Conference, held on May 14-16, 2012, 

at Purdue University. Currently “nSpyres” can solve two-phase flow problem and does not 

account for any phase changes. Therefore, more work is needed to make it suitable for solving 

phase change problems and to simulate CO2 flooding. I intend to integrate my phase equilibrium 

models with nSpyres.  I will continue to contribute my quota in this open source project.  

 

For the reservoir simulation, well flow models were reviewed extensively in our recent review 

article Francis et al [6]. In this review paper, we assessed the impacts of well flow models on 

numerical reservoir simulation performance.  

 

In reservoir simulation models, pressure equations are in elliptic forms where systems of 

equations arise in the form Au = b. Here A is a linear operation to be performed on the unknown 

data u, produce the known right-hand side b representing some constraints of known or assumed 

behavior of the system being modeled. Since such systems can be very large, solving them 

directly can be too slow. In contrast, a multigrid solver solves partially at full resolution and 

directly only at low resolution. This new solver [7] was presented at SciPy (Scientific Python) 

conference, held on July 16-21, 2012, in Austin, TX. 
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